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24 Università degli Studi di Firenze, Firenze, Italy
25 INFN, Sezione di Roma Tor Vergata, Roma, Italy
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28 Università dell’Aquila, L’Aquila, Italy
29 LMA, Villeurbanne, Lyon, France
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Abstract
We present a method to search for transient gravitational waves using a
network of detectors with different spectral and directional sensitivities: the
interferometer Virgo and the bar detector AURIGA. The data analysis method
is based on the measurements of the correlated energy in the network by means
of a weighted cross-correlation. To limit the computational load, this coherent
analysis step is performed around time–frequency coincident triggers selected
by an excess power event trigger generator tuned at low thresholds. The final
selection of gravitational wave candidates is performed by a combined cut on
the correlated energy and on the significance as measured by the event trigger
generator. The method has been tested on one day of data of AURIGA and
Virgo during September 2005. The outcomes are compared to the results of
a stand-alone time–frequency coincidence search. We discuss the advantages
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and the limits of this approach, in view of a possible future joint search between
AURIGA and one interferometric detector.

PACS numbers: 04.80.Nn, 95.30.Sf, 95.85.Sz

1. Introduction

We present a study on the performances of a gravitational wave (GW) observatory composed
of a hybrid network of detectors. In particular, we focus on the possibility to use a resonant
detector to perform GW observations with one interferometric detector.

Our case study consists in 24 h of joint observations between AURIGA and Virgo on
September 15, 2005. Similar joint searches could be of interest for the period after the
fifth LIGO scientific run (S5) and the first Virgo science run (VSR1), when most of the
interferometers will be shut down for upgrading. Current plans are that GEO-600 will be kept
in operation until the start of the sixth LIGO and of the second Virgo science runs (S6 and
VSR2 respectively), supported by the LIGO Hanford 2k detector over weekends [1].

In the past few years, various searches for GW signals have been independently performed
by networks of resonant bars [2–4] or interferometers [5, 6]. There have also been some
attempts to perform burst searches among detectors with different spectral sensitivity and
orientation: by TAMA [8] and the LIGO Scientific Collaboration (LSC [7]) [9], by AURIGA
and the LSC [10–12] and by the INFN bars and the Virgo Collaboration [14].

The proposed network search strategy takes as a starting point the WaveBurst+CorrPower
[15, 16] search used by LSC for the S3 and S4 analyses [6, 17]. That search was greatly
innovative: a two-step search composed of an ExcessPower-like event trigger generator plus
a cross-correlation test which allowed an efficient reduction of false alarms. In that case,
however, the detectors participating in the network were almost aligned and had a similar
spectral sensitivity. An extension of such methodology to the case of similar but misaligned
detectors has been discussed in the literature [18]. Our work presents a further generalization to
detectors with different spectral sensitivities, so that it can be implemented between a resonant
bar and an interferometer. To better characterize the method, we compare its performances
with those of a simple time–frequency coincidence search.

The paper is organized as follows: in section 2 we introduce the search method. Section 3
presents an overview of the exchanged data and summarizes the main steps of the network
pipeline and of the tuning performed on chosen test statistics. Results and conclusions are
presented in sections 4 and 5, respectively.

2. The search method

The GW search method described in this paper has two components: the event trigger
generator, whose role is to select a subset of interesting triggers and a coherent analysis. The
trigger search is based on Waveburst [19], an excess power algorithm that uses the wavelet
decomposition. In the present work, Waveburst has been run in coincidence mode, i.e. the
algorithm selects time–frequency coincident excesses of power between the two detectors.
The coherent follow-up of coincident events is based on a cross-correlation test between data
streams weighted by a combination of the strain sensitivities of the two detectors (XCorr).

Our method assumes that the GW polarization components in the wavefront frame, h+(t)

and h×(t), can be parametrized as

h+(t) = h0(t) · cos[ψ(t)] h×(t) = ε · h0(t) · sin[ψ(t)], (1)
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where h0(t) and ψ(t) are time-varying amplitude and phase, common to both polarization
components, and ε is the ratio of cross and plus amplitudes. A large class of GW signals can
be parametrized as described above, including linearly, elliptically and circularly polarized
GWs, even with sweeping frequencies.

The strain produced on the detector α by an incoming burst signal is

hα(t) = Fα+(θ, φ) · h+(t) + Fα×(θ, φ) · h×(t), (2)

where Fα+ and Fα× are the antenna pattern functions and (θ, φ) is the location of the GW
source (see [13] and references therein). Following [20], equation (2) becomes

hα(t) = h0(t) · Rα(θ, φ, ε) · cos[ψ(t) + ξα(θ, φ, ε)], (3)

where Rα is a directional sensitivity, ξα is a phase shift33. The reconstructed strain at the input
of detector α is xα(t) = hα(t) + nα(t), where nα is the detector noise, independent among
different detectors. It has been shown in [21] that the following linear combination of the two
reconstructed strains, called null stream, cancels the signal: xnull(t) ≡ x1(t)R2 − x2(t + t ′)R1,
where t ′ includes the light travel time and a suitable fraction of the typical GW period, so that
ψ(t) + ξ1 = ψ(t + t ′) + ξ2.34

The resulting noise power spectrum of the null stream is very colored, showing a variance
per unit bandwidth σ 2

null(f ) = Sh1(f )R2
2 + Sh2(f )R2

1, where Shα are the one sided noise
power spectral densities of the detectors in terms of GW strain. We take this into account
in the coherent analysis by considering a weighted null stream, normalized by its variance,
xnull,w(t) ≡ x1,w(t)R2 −x2,w(t + t ′)R1, where xα,w(t) are weighted reconstructed strains whose
Fourier transforms are given by

x̃α,w(f ) = x̃α(f )

σnull(f )
= x̃α(f )√

S1(f )R2
2 + S2(f )R2

1

, (4)

where S1,2 are the noise power spectral densities of the detectors in terms of GW strain. Hence,
the normalized null stream is xnull,w(t) ≡ x1,w(t)R2 − x2,w(t + t ′)R1.

One well-known method to search for GW signals in the data relies on the minimization
of the null energy [20, 21], Enull ≡ ∫

dtx2
null,w(t), where the time integral is performed on

the signal duration plus any typical response time of the narrower band detector. The null
energy can be expressed in terms of the correlated energy and the incoherent energy of the
network: Enull = −Ecor + Einc. The former is the contribution of the cross-correlation of the
detectors, Ecor = 2

∫
dtx1,w(t)x2,w(t + t ′)R1R2. The latter is the auto-correlation contribution

of the detectors, Einc = ∫
dt

(
x2

1(t)R2
2 + x2

2(t + t ′)R2
1

)
. As discussed in [21], a GW candidate

is selected against background events more efficiently by maximizing Ecor rather than by
minimizing Enull. In fact, Enull can take low values even for accidental events with small
Ecor and Einc; instead, for detectable GW signals, we expect a higher Einc, almost balanced
by a positive Ecor. For these reasons, this coherent step of network analysis is based on the
maximization of the correlated energy Ecor in our null stream.

In principle, Ecor depends on θ, φ and ε of the source through t ′, R1 and R2. However,
we checked that in the case of random polarized GW radiation, emitted by sources
distributed either in the galaxy or uniformly in the sky, we can follow an approximate
maximization procedure of Ecor assuming R1 � R2 and therefore maximizing only on the
parameters t and t ′ . The main reason is that AURIGA is limiting the common bandwidth

33 With some algebra, it is easy to find that Rα =
√

(Fα+)2 + (Fα× · ε)2 and ξα = −arctan[ Fα×·ε
Fα+

].
34 An additional assumption is required here: the envelope of the GW signal be smooth in time so that h0(t) � h0(t+t ′).
Whenever one considers a cross-correlation with a narrow-band detector, this approximation is automatically verified
since the reconstructed strain at input has to be bandlimited by a suitable filter (see figure 1).
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Figure 1. Strain noise power spectral densities of Virgo and AURIGA detectors on September
15, 2005 (respectively first and second black continuous lines from the bottom of the figure) and
the spectral filters for different ratios RAU/RV . The lower limit for such filter, corresponding
to sources with RAU � RV , coincides with the AURIGA strain noise. The dark gray curve
(nearly superimposed to the AURIGA spectrum) shows the filter σnull(f ) with the approximation
RAU = RV . The light gray curve shows the exact spectral filter for sources with RAU = 2.4RV

and can be interpreted as an upper limiting curve: in fact we find that RAU � 2.4RV with 90%
probability for a source distributed in the Milky Way with random polarization. We conclude that
the spectral filter with RAU = RV is a satisfactory approximation for our purposes.

and at the same time shows a worse strain power spectral density; therefore, σnull(f ) defined
in equation (4) is dominated by the strain noise of AURIGA unless RAU/RV � 1. This
condition however occurs rarely enough: RAU/RV < 2.4 with 90% probability for a
galactic population of sources, and very similar values occur also considering the LIGO
or GEO-600 interferometers in place of Virgo. Figure 1 shows σnull(f ), corresponding to
RAU/RV = {0, 1, 2.4} . These curves are quite similar and therefore it is advisable to
approximate R1 = R2 in equation (4) and in the above definitions of Ecor, i.e. to compute the
cross correlation on filtered data streams

x̃ ′
1,w(f ) ≡ x̃1√

S1(f ) + S2(f )
x̃ ′

2,w(f ) ≡ x̃2√
S1(f ) + S2(f )

. (5)

Moreover, to be robust against noise fluctuations and relative calibration errors between
AURIGA and Virgo, we considered the r-statistic of such filtered data streams in place of Ecor

r1,2 ≡
∫

dt x ′
1,w(t)x ′

2,w(t + t ′)√∫
dτ x ′2

1,w(t)
∫

dτx ′2
2,w(t)

, (6)

where we integrate over a time window of fixed duration and search for local maxima as a
function of the time t and time shift t ′ between the data streams35.

35 At the end, the main difference with respect to the Corr-Power coherent followup adopted by LIGO is the use of
the spectral filter.

5



Class. Quantum Grav. 25 (2008) 114046 M Bignotto et al (The AURIGA and Virgo Collaborations)

Figure 2. Block diagram of the pipeline. The two detectors whitened data sets are passed
to WaveBurst that produces a list of coincident triggers, each characterized by the geometrical
significance, Z. The XCorr takes the two weighted filtered data chunks around the coincident
trigger times and slides them looking for the maximum of the cross-correlation coefficient, r.

(This figure is in colour only in the electronic version)

3. Network analysis

We analyzed the 24 h of data starting from UTC time 14 September 2005 23:11:27. In this
time period, Virgo was performing its seventh commissioning run (C7) while AURIGA was
in stable operation. The common observation time is reduced to 16 h and 33 min, taking into
account the periods when the Virgo interferometer was not in scientific data taking. Moreover,
the Virgo Collaboration provided a list of vetoes to flag the most noisy periods, corresponding
to a further 14.5% reduction of the effective observation time. The Sh sensitivity curves for
the two detectors in the (850–950) Hz band on September 15 are shown in figure 1.

3.1. Pipeline description

Figure 2 shows the pipeline: as a first step, raw data from the two detectors are whitened and
bandpassed to match the AURIGA bandwidth (i.e. 850–950 Hz), then they are fed in as input
to WaveBurst [19].

WaveBurst has been configured to search for coincident excesses of power on the two
data sets over four wavelet decomposition levels, corresponding to time/frequency resolutions
ranging from 4.916 ms by 101.72 Hz to 39.32 ms by 12.72 Hz. It then produces the list of
triggers, containing all the trigger parameters (e.g. the central time in GPS seconds, the central
frequency, the frequency range, the geometric significance, Z36, the signal to noise ratio, SNR,
etc). For each of those events, the last step of the pipeline, XCorr, selects the corresponding
segments of weighted filtered data (see section 2) and, by sliding on t and t ′ the two time
series37, it searches the maximum of the cross-correlation coefficient, r, computed over a
given time window.

Within our approach, similarly to what has been used in [6], Z and r are the main test
statistics which characterize each event at the output of the pipeline. A combined threshold
on these quantities sets the overall false alarm rate (FAR)38 and detection efficiency of the

36 The geometric significance is defined as
√

zAU × zV where zAU and zV are the significances of the two detectors
(see equations (10) and (11) in [19]).
37 Between Virgo and AURIGA, the light travel time is �0.8 ms and the phase shift is �0.5 ms; to be conservative
we set the relative time slide to |t ′| < 1.5 ms.
38 i.e. the ratio between the number of accidental coincidences and the joint observation time.
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network. Other internal parameters, such as the black pixel probability, the coincidence
window etc, have been set in order to have negligible impact on the final FAR and detection
efficiency.

3.2. Background and detection efficiency estimation

The background is estimated by applying the pipeline to 4000 resamplings of the network
data sets with a total effective observation time of 2760 days. Each resampling is obtained by
applying a rigid time shift to the data of the Virgo detector, ranging from −2123 s to +2123
s in steps of ≈ 1 s. These shifted data sets should be a good statistical sample to estimate
the background of the observation, since they preserve the main characteristics of the original
data sets and cancel out the effect of any foreground or signal.

The detection efficiency has been computed over a number of different waveforms (mainly
elliptically polarized damped sinusoids) by means of software injections, i.e. by overposing
simulated signals on the real data sets, with a mean rate of one per minute. We have generated
sets of 994 simulated signal templates with central frequency f0 ranging within the bar
bandwidth (850–950 Hz) and decay time τ spanning at most a few tens of milliseconds,
with random wave polarization and source inclination with respect to the line of sight. For
each template set we have simulated three source populations: sources at the galactic center,
sources uniformly distributed in the sky and sources distributed in the Milky Way according
to the galactic mass distribution [22]. As usually done in other searches, the signals have been
injected for a grid of amplitude values and the detection efficiency has been estimated dividing
the number of detected events by the number of the injected signals.

3.3. Tuning of the analysis

The aim of the tuning phase is to optimize the pipeline parameters in order to achieve a low
FAR, while preserving the detection efficiency. To avoid any bias on the final results, the tuning
phase has been performed on dedicated tuning data sets. In particular we randomly selected
half of the time shifted data sets for the background and used dedicated sets of 994 templates
of software injections for the detection efficiency. Once the tuning has been completed and
the parameters of the analysis have been frozen, we used the other half of the time shifted data
and independent sets of 994 injections (estimation sets) to draw the final results. We decided
to target the tuning of the analysis to a FAR of ∼ 2/yr, which correspond to seven accidental
events in the tuning set of time shifted data. Given this small event number, the target FAR
can be determined with a statistical sigma of almost 40% and for this reason we decided not
to tune to smaller FAR values. We have not applied the Virgo list of vetoes, as from tests
performed on the tuning set of the shifts, we measured a ≈ 30% FAR reduction only, while
losing 14.5% of the effective observation time. Among the internal parameters of the analysis
to be tuned, the cross-correlation window is the most important. The final threshold is set on
a linear combination of Z and r.
Cross-correlation window. The general view is that a short time window may be unsuitable
for a long signal, as a significant part of its power may be cut off by the window itself. At the
same time, if the integration time span is too large, the signal may be diluted in it. Indeed, the
weighted cross-correlation filter induces a correlation between the two data series over a time
scale of the order � 30 ms. Therefore, even for delta-like signals, we need a cross-correlation
window of at least 60 ms. We have set it to 100 ms after testing the performances of various
time windows (25, 50, 100, 200, 400, 800 ms) in terms of FAR and efficiency for narrow and
wide band simulated signals.
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(a) (b)

Figure 3. Geometrical significance versus r-statistic for two injected damped sinusoids (dots)
from all sky source population. (a): DS f = 914 Hz, τ = 1 ms, hrss = 1 × 10−191/

√
Hz.

(b): DS f = 930 Hz, τ = 30 ms, hrss = 1 × 10−191/
√

Hz. Asterisks are injected events not
passing the threshold (dashed line).

(a) (b)

Figure 4. Geometrical significance versus r-statistic for background events. (a) Distribution of
background events of the tuning set. The threshold parameters have been tuned using this set of
data in order to reach the FAR of �2/yr. The accidental events overcoming the threshold are
plotted as triangles. (b) Distribution of background events of the independent estimation set. The
number of events above threshold is six, leading to a FAR compatible with the result of the tuning
set.

Combined threshold. The selection of candidate events has been achieved by setting a
combined (Z, r) threshold on the event list selected by the pipeline instead of considering
separate thresholds on Z and r, as previously done [6]. In figure 3, we show an example
of how a population of injected signals (dots) detected by the pipeline is distributed for two
waveforms. Figure 4 shows the distribution of accidental events. The dashed line shows
the optimized combined threshold on (Z, r): such a threshold is defined by a simple linear
equation: Z = mr + q, where the parameters m and q are chosen to maximize the overall
efficiency of the tested source populations and templates at our target FAR. Thanks to the

8
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(a) (b)

Figure 5. (a) Detection efficiencies of the WaveBurst+XCorr pipeline versus hrss for galactic
center, all sky and Milky Way source populations and for two signal templates (930 Hz, 30 ms and
914 Hz, 1 ms). On the upper x-axis, the hrss is converted to energy emitted in GWs at the distance
of the galactic center, using equations (B3)–(B6) in [14]. The network response is comparable for
the three populations while it strongly depends on the signal duration. (b) Comparison between the
detection efficiencies for the two pipelines at FAR �2/yr. Solid line: WaveBurst+XCorr pipeline
with a combined threshold on (Z,r). Dashed line: time–frequency coincidence search with two
separate thresholds on the SNR of the detectors. For the time–frequency search only, the Virgo
vetoes were necessary to achieve the target FAR, while preserving a reasonable efficiency. Instead,
the WaveBurst+XCorr search results to be robust enough to reduce the FAR to the target value
also in presence of the extra noise associated with the vetoed time periods. The plotted efficiencies
have been normalized to the corresponding effective observation times, so that the 14.5% loss due
to the vetoes used in the time–frequency search is not visible in this plot.

stationarity of the AURIGA performance, the optimal threshold found should be considered
as representative of longer joint observations as well.

4. Results

The tuned analysis has been applied to the independent sets of time shifted resamples and signal
simulations to get the effective FAR and detection efficiency. The resulting FAR is 1.6/yr with a
statistical sigma of 0.6/yr (see figure 4(b)). The detection efficiency of our network is shown in
figure 5(a), for the three injected source populations of damped sinusoids waveforms. The 50%
network detection efficiency is achieved in the range h50%

rss ∈ [3×10−20, 1.3×10−19]1/
√

Hz.39

The detection efficiency depends only slightly on the source populations, while it is strongly
affected by the signal duration, as expected due to the AURIGA narrower bandwidth. In fact,
the h50%

rss and h90%
rss increase by a factor �3 as the signal duration decreases from 30 ms to 1 ms

while the variations relative to the different populations are within 40%. Figure 5(a) shows
also the energy converted in GW corresponding to hrss, following equations (B3)–(B6) in [14].
This conversion assumes that the source is at the conventional distance of the galactic center
and takes into account the anisotropy of GW emission. For the Milky Way population of
sources, the plotted efficiency can be interpreted directly as the fraction of detectable galactic
sources as a function of the emitted energy.

39 hrss is the so-called root squared sum GW amplitude, hrss =
√∫ ∞

0 (|h+(t)|2 + |h×(t)|2) dt . h50%
rss is the hrss

corresponding to 50% detection efficiency.
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4.1. Comparison with the time–frequency coincidence pipeline

We have compared the results of this analysis (i.e. detection efficiency, FAR, observation time)
with those of a simpler search based on time–frequency coincidence among triggers detected
in AURIGA and Virgo data sets separately. In the simpler search, we have analyzed the
two data streams separately using WaveBurst as event trigger generator and we searched for
coincidences between triggers within a time window 	t = ±64 ms and a frequency window
	f = ±25 Hz. We have then applied the list of vetoes for Virgo C7 data to the surviving
triggers, reducing by a factor ≈5 the accidental coincidences at the cost of 14.5% of effective
observation time. Finally, separate thresholds on the SNR of AURIGA and Virgo have been
applied. The threshold optimization has been performed as for the coherent pipeline on the
tuning data sets, by setting the same target FAR ∼2 yr and maximizing the overall detection
efficiency over the simulated signals. The best efficiency has been achieved by setting the
threshold at SNR > 5.6 for AURIGA and SNR > 14.5 for Virgo. On the estimation sets,
the FAR results 5.3 ± 1.3/yr and the corresponding detection efficiencies are reported in
figure 5(b) for a galactic center source population. At similar FAR, the proposed pipeline
outperforms the time–frequency coincidence for the tested waveforms in detection efficiency.

5. Conclusions

We investigated the performances of a joint search for GW bursts by a narrow-band resonant
detector and a wide-band interferometer using one day of data taken by AURIGA and Virgo in
September 2005. The data analysis method based on cross-correlation outperforms a simpler
time–frequency coincidence search: it achieves better efficiencies at equal false alarm rate,
mostly because it imposes more stringent conditions and better rejects accidental coincidences.

The proposed coherent search shows a 50% efficiency for galactic sources emitting
≈ 7×10−4–7×10−3M�c2 in GW bursts of 30–1 ms decay time, provided that their strongest
Fourier components are in the AURIGA bandwidth. The resulting detection efficiency of
the hybrid network is limited by the less sensitive detector, AURIGA, to 5–10 times larger
amplitudes with respect to a Virgo only search on a larger C7 data set [24] for pulses of ∼1 ms
duration. On the other hand, there is a clear advantage of this hybrid search in the background
reduction with respect to a single detector search, as it allows us to identify candidate events
with high statistical confidence.

The main limitations of this methodological study is due to the short duration of the data
set used, which prevented us from investigating false alarm rates lower than a few per year.
We expect that the efficiency of this methodology would take only very little benefit from the
achieved progresses in sensitivity of the interferometric detectors Virgo, LIGO and GEO-600,
since the detection efficiency is dominated here by the AURIGA detector. However, these
progresses should help reducing significantly the false alarm rate of this search. Further
studies with newer and longer data sets are necessary to assess quantitatively this issue.
Nevertheless, this hybrid network search could be of interest for the near future, when only
one interferometer will be taking data, a likely condition for a large fraction of the time due to
the planned instrumental upgrades toward enhanced detectors.
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