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Abstract

This thesis presents measurements of the ZZ production cross section in proton-

proton collisions at
√
s = 7 TeV and at

√
s = 8 TeV, using data recorded by the

ATLAS experiment at the LHC in 2011 and 2012. Events are selected which

are consistent with two Z bosons decaying to electrons or muons. The cross

section is first measured in a fiducial phase-space corresponding closely to the

detector acceptance. For the 7 TeV measurement, this phase-space is defined by

requiring four electrons or muons with pT > 7 GeV and |η| < 3.16, with a min-

imum separation between any pair of leptons (electrons or muons) of ∆R = 0.2.

The leptons must form two opposite-sign same-flavour pairs, each with invariant

mass 66 < m`−`+ < 116 GeV. The fiducial cross section times branching ratio

to four electrons or muons measured in a dataset corresponding to an integrated

luminosity of 4.6 fb−1 is 25.2 +3.3
−3.0 (stat) +1.2

−1.0 (syst) +1.1
−0.9 (lumi) fb. For the 8 TeV

measurement, the fiducial phase-space is defined in the same way, except with

the lepton pseudo-rapidity requirement tightened to |η| < 2.7. The fiducial cross

section measured in a dataset corresponding to an integrated luminosity of 20 fb−1

is 20.8 +1.3
−1.2 (stat) +1.0

−0.9 (syst) +0.6
−0.6 (lumi) fb. Additionally, a fiducial cross section al-

lowing one of the Z bosons to be off shell is measured at
√
s = 7 TeV by relaxing

the mass requirement on one of the lepton pairs to m`−`+ > 20 GeV. This is found

to be 27.8 +3.6
−3.4 (stat) +1.8

−1.6 (syst) +1.1
−1.0 (lumi) fb.

These results are then used to derive the total cross section for ZZ produc-

tion with Z bosons in the mass range 66 GeV to 116 GeV, by correcting for

the acceptance of the fiducial phase-space and the Z → `` branching fractions.

The total cross section is measured to be 7.0 +0.9
−0.8 (stat) +0.4

−0.3 (syst) +0.3
−0.2 (lumi) pb at

√
s = 7 TeV and 7.1 +0.4

−0.4 (stat) +0.4
−0.3 (syst) +0.2

−0.2 (lumi) pb at
√
s = 8 TeV, which is

consistent with the Standard Model expectation of 5.9 +0.2
−0.2 pb at

√
s = 7 TeV

and 7.2 +0.3
−0.2 pb at

√
s = 8 TeV, calculated to next-to-leading order in QCD. The

differential cross section in bins of three kinematic variables is also presented.

The differential event yield as a function of the transverse momentum of the

highest transverse momentum Z boson is used to set limits on the strength of

anomalous ZZZ and ZZγ neutral triple gauge boson couplings, which are forbid-

den in the Standard Model. The limits obtained with the
√
s = 8 TeV data are

the most constraining to date.

1



Acknowledgements

I acknowledge and thank the Science and Technology Facilities Council (STFC)

for their financial support over the last three and a half years, including support

for a fantastic two years spent on Long Term Attachment at CERN.

Many thanks to my supervisor Aidan Robson for expert guidance and support

throughout my PhD, particularly for pointing me onto the path of ZZ measure-

ments in the first place. I believe it a very rewarding decision, even if Aidan’s orig-

inal motivation for encouraging me to work on ZZ physics unfortunately didn’t

come to pass! Thanks also to Tony Doyle for acting as my second supervisor. I

would like to thank the other (current and former) Glasgow PhD students who

put up with me and helped keep me sane: Big Mike, Donny, Will, Paul, Ginger

Mike, Cristina, Gen, Alistair, and everyone else in the Glasgow PPE group for

making it a very friendly environment to work in.

For my work on the SCT temperature monitoring I thank Saverio D’Auria for

helping me get started, for exhaustive knowledge of all things SCT, and for letting

me share his office for two years. Thank you also to Steve McMahon.

I am indebted to Shih-Chieh Hsu, for very enthusiastic support, guidance and

constructive criticism in my initial work on ZZ, and also for having the confidence

in me to appoint me as analysis contact for the preliminary 8 TeV measurement. I

would also like to thank Kostas Kordas, Andrew Nelson, Advait Nagarkar, Joshua

Moss, and the rest of the ZZ analysis group, who were all wonderful people to

work with, even after multiple sleepless nights! Thank you to Vasiliki Kouskoura

for helping me get started with the nTGC limit setting, and to Will Buttinger

for many discussions regarding the limit setting procedure (amongst many other

things ZZ related).

Thank you to all of the friends I made in Geneva, in particular the former

residents of Rue de L’Athenee for many stimulating discussions on all aspects of

particle physics, ATLAS politics, and much else besides!

I would like to give thanks to Cigdem Issever for encouraging me to do a PhD

in the first place.

Finally, I of course have to thank my parents, Rod and Angie, for their uned-

ning support. And lastly, but by no means least, thank you Kayleigh for putting

up with me moaning and being stressed over the last few years!

2



Declaration

I declare that the results presented here are the product of my own work, unless

explicit references are given in the text to the work of others. This thesis is the

result of the research I carried out in the Experimental Particle Physics group

in the School of Physics & Astronomy of the University of Glasgow between

September 2009 and March 2013. It has not been submitted for any other degree

at the University of Glasgow or any other institution.

Nicholas Charles Edwards

3



Author’s Contributions

Due to the large size of modern particle physics experiments, results are produced

in a very collaborative manner, and the work presented in this thesis relies on the

work of many other members of the ATLAS collaboration. The main individual

contributions of the author are outlined below:

• Chapter 4, SCT Temperature Monitoring: The SCT temperature

monitoring study was carried out entirely by the author, under the guidance

of Saverio D’Auria and Steve McMahon, and involved writing software using

the existing Oracle database.

• Chapter 6, Object and Event Selection: The author played a leading

role in the development and optimisation of the selection requirements, and

produced the estimates of the selection efficiencies and systematics.

• Chapter 7, Background Estimate: The author contributed to the de-

velopment of the data-driven background estimate method, in association

with other members of the ATLAS ZZ working-group, and provided a cross-

check of the final results (the results presented in the chapter being entirely

the work of the author). The author produced the Monte Carlo based back-

ground estimates.

• Chapter 8, Cross Section: The author produced all results for this chap-

ter.

• Chapter 9, TGC Limits: The After-Burner reweighting code and the

TGC limit setting methodology were developed by other members of the

ATLAS collaboration. The 7 TeV TGC limit results were initially produced

by other members of the ZZ working-group, using inputs from the author

on expected yields and systematics. The author subsequently cross-checked

these results. For the 8 TeV limits, the author carried out the bin optimisa-

tion study and produced the limits.

4



Contents

List Of Figures 14

List Of Tables 17

Introduction 18

I Background 20

1 Theory 21

1.1 The Standard Model . . . . . . . . . . . . . . . . . . . . . . . . . 21

1.1.1 Fundamental Fermions . . . . . . . . . . . . . . . . . . . . 21

1.1.2 Fundamental Forces and the Bosons . . . . . . . . . . . . . 22

1.1.3 The Electroweak Theory . . . . . . . . . . . . . . . . . . . 24

1.1.4 Electroweak Symmetry Breaking . . . . . . . . . . . . . . 28

1.1.5 Quantum Chromodynamics . . . . . . . . . . . . . . . . . 30

1.2 Interactions in Proton-Proton Collisions . . . . . . . . . . . . . . 31

1.3 Monte-Carlo Simulation . . . . . . . . . . . . . . . . . . . . . . . 33

1.3.1 Monte Carlo Generators . . . . . . . . . . . . . . . . . . . 34

2 ZZ Production 37

2.1 ZZ Production at Hadron Colliders . . . . . . . . . . . . . . . . . 37

2.1.1 ZZ Decay Modes . . . . . . . . . . . . . . . . . . . . . . . 38

2.1.2 Cross Section Definition . . . . . . . . . . . . . . . . . . . 39

2.1.3 Theoretical Cross Section Predictions . . . . . . . . . . . . 41

2.2 Kinematic Distributions . . . . . . . . . . . . . . . . . . . . . . . 43

2.2.1 Comparison of ZZ → `−`+`−`+ at 7 TeV and 8 TeV . . . . 43

2.2.2 Comparison of gg → ZZ and qq → ZZ . . . . . . . . . . . 46

2.2.3 Z Mass Distributions . . . . . . . . . . . . . . . . . . . . . 46

2.2.4 Generator Comparisons for ZZ → `−`+`−`+ . . . . . . . . 46

2.3 Nominal Signal Sample . . . . . . . . . . . . . . . . . . . . . . . . 52

2.4 Anomalous Triple Gauge Couplings . . . . . . . . . . . . . . . . . 53

2.4.1 Origin of nTGCs . . . . . . . . . . . . . . . . . . . . . . . 54

2.4.2 Signatures at Hadron Colliders . . . . . . . . . . . . . . . 55

5



CONTENTS 6

2.5 Previous Experimental Results . . . . . . . . . . . . . . . . . . . . 56

II Experimental Description 61

3 The ATLAS Detector at the LHC 62

3.1 The Large Hadron Collider . . . . . . . . . . . . . . . . . . . . . . 62

3.1.1 Machine Design . . . . . . . . . . . . . . . . . . . . . . . . 62

3.1.2 LHC Operation in 2011 and 2012 . . . . . . . . . . . . . . 64

3.2 The ATLAS Detector . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.2.1 ATLAS Co-ordinate System . . . . . . . . . . . . . . . . . 67

3.2.2 Inner Detector . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.2.3 Calorimetry . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.2.4 Forward Calorimeter . . . . . . . . . . . . . . . . . . . . . 75

3.2.5 Muon Spectrometer . . . . . . . . . . . . . . . . . . . . . . 76

3.3 Trigger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

3.4 Detector Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . 79

3.5 Luminosity Measurement . . . . . . . . . . . . . . . . . . . . . . . 79

3.6 Data Samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

4 SCT Temperature Monitoring 82

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.1.1 Effects of Radiation Damage on Semiconductor Detectors . 82

4.1.2 SCT Module Design . . . . . . . . . . . . . . . . . . . . . 83

4.1.3 The Inner Detector Cooling System . . . . . . . . . . . . . 84

4.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.3 Monitoring Variables . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.3.1 Front-Back Temperature Difference - ∆T . . . . . . . . . . 86

4.3.2 Difference In Temperature To Local Average - Tdiff . . . . 88

4.4 Time Evolution of Monitoring Variables . . . . . . . . . . . . . . 91

4.4.1 Number of Problem Modules . . . . . . . . . . . . . . . . . 91

4.5 Behaviour of Problematic Modules . . . . . . . . . . . . . . . . . 92

4.6 Long Term Trends in Monitoring Variables . . . . . . . . . . . . . 94

4.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5 Particle Reconstruction 98

5.1 Tracking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

5.1.1 Inside-Out Tracking . . . . . . . . . . . . . . . . . . . . . 100



CONTENTS 7

5.1.2 Outside-In Tracking . . . . . . . . . . . . . . . . . . . . . 101

5.2 Vertex Finding . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

5.3 Electron Reconstruction and Identification . . . . . . . . . . . . . 102

5.3.1 Electron Triggers . . . . . . . . . . . . . . . . . . . . . . . 102

5.3.2 Electron Reconstruction . . . . . . . . . . . . . . . . . . . 103

5.3.3 Electron Identification . . . . . . . . . . . . . . . . . . . . 110

5.4 Muon Reconstruction and Identification . . . . . . . . . . . . . . 121

5.4.1 Muon triggers . . . . . . . . . . . . . . . . . . . . . . . . . 121

5.4.2 Reconstruction and Identification . . . . . . . . . . . . . . 122

5.5 Jet Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . 129

III Analysis 131

6 Object and Event Selection 132

6.1 Electron Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

6.1.1 Central Electron Selection . . . . . . . . . . . . . . . . . . 132

6.1.2 Forward Electron Selection . . . . . . . . . . . . . . . . . . 135

6.1.3 Electron Distributions . . . . . . . . . . . . . . . . . . . . 136

6.2 Muon Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

6.2.1 Central Muon Selection . . . . . . . . . . . . . . . . . . . . 138

6.2.2 Forward Muon Selection . . . . . . . . . . . . . . . . . . . 140

6.2.3 Calorimeter Tagged Muon Selection . . . . . . . . . . . . . 142

6.2.4 Muon Distributions . . . . . . . . . . . . . . . . . . . . . . 142

6.3 Trigger Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

6.3.1 Trigger Efficiencies . . . . . . . . . . . . . . . . . . . . . . 145

6.4 Dilepton Control Plots . . . . . . . . . . . . . . . . . . . . . . . . 146

6.5 ZZ Event Selection . . . . . . . . . . . . . . . . . . . . . . . . . . 152

6.5.1 Z Candidate Definitions . . . . . . . . . . . . . . . . . . . 152

6.5.2 Event Selection Requirements . . . . . . . . . . . . . . . . 152

6.6 Selection Efficiencies . . . . . . . . . . . . . . . . . . . . . . . . . 154

6.6.1 Mis-pairing Rates . . . . . . . . . . . . . . . . . . . . . . . 154

6.6.2 Effect of Minimum ∆R Requirement . . . . . . . . . . . . 156

6.6.3 Reconstruction Acceptance CZZ . . . . . . . . . . . . . . . 156

6.6.4 Comparison of Reconstruction Acceptances at 7 TeV and

8 TeV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

6.6.5 Contribution from ZZ → ττ`` and ZZ → ττττ . . . . . . 161



CONTENTS 8

6.6.6 Contribution from H → ZZ → `−`+`−`+ . . . . . . . . . . 162

6.7 Systematic Uncertainties . . . . . . . . . . . . . . . . . . . . . . . 164

6.7.1 Sources of Systematic Uncertainty . . . . . . . . . . . . . . 164

6.7.2 Estimates of Systematic Uncertainties on CZZ . . . . . . . 169

6.7.3 Estimates of Systematic Uncertainties on Expected Signal 169

7 Background Estimate 173

7.1 Monte Carlo Background Estimates . . . . . . . . . . . . . . . . . 174

7.2 Data Driven Background Estimates . . . . . . . . . . . . . . . . . 178

7.2.1 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . 178

7.2.2 Lepton-Like-Jet Definitions . . . . . . . . . . . . . . . . . 179

7.2.3 Fake-Factor Measurement . . . . . . . . . . . . . . . . . . 180

7.2.4 Statistical and Systematic Uncertainties . . . . . . . . . . 183

7.2.5 Monte Carlo Closure Test . . . . . . . . . . . . . . . . . . 184

7.2.6 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184

7.2.7 Cross-Check with Same-Sign Events . . . . . . . . . . . . . 185

7.3 Background Shape . . . . . . . . . . . . . . . . . . . . . . . . . . 195

7.4 Final Background Estimate . . . . . . . . . . . . . . . . . . . . . 195

8 Observed Events and Cross Section Measurement 197

8.1 Observed Events . . . . . . . . . . . . . . . . . . . . . . . . . . . 197

8.2 Kinematic Distributions . . . . . . . . . . . . . . . . . . . . . . . 199

8.3 Cross Section Measurement . . . . . . . . . . . . . . . . . . . . . 207

8.3.1 Fiducial Cross Section . . . . . . . . . . . . . . . . . . . . 207

8.3.2 Total Cross Section . . . . . . . . . . . . . . . . . . . . . . 208

8.4 Unfolded Kinematic Distributions . . . . . . . . . . . . . . . . . . 213

9 Limits on Anomalous Neutral Triple Gauge Couplings 217

9.1 Limit Setting Procedure . . . . . . . . . . . . . . . . . . . . . . . 217

9.1.1 Matrix Element Reweighting . . . . . . . . . . . . . . . . . 218

9.1.2 Validation of Reweighting Procedure . . . . . . . . . . . . 220

9.1.3 Yield Coefficients . . . . . . . . . . . . . . . . . . . . . . . 220

9.1.4 Limit Setting . . . . . . . . . . . . . . . . . . . . . . . . . 222

9.2 Bin Optimisation . . . . . . . . . . . . . . . . . . . . . . . . . . . 226

9.3 Robustness of Limits . . . . . . . . . . . . . . . . . . . . . . . . . 230

9.4 Expected and Observed Limits . . . . . . . . . . . . . . . . . . . . 230

10 Conclusions 236



CONTENTS 9

Bibliography 239

Appendix 251

A Additional Material for nTGC Limits 251

A.1 Robustness of nTGC Limits . . . . . . . . . . . . . . . . . . . . . 251



List of Figures

1.1 Illustration of a proton-proton collision. . . . . . . . . . . . . . . . 31

2.1 Leading order Feynman diagrams for ZZ production in proton-

proton collisions. . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.2 Feynman diagrams for gg → ZZ. . . . . . . . . . . . . . . . . . . 38

2.3 Comparison of generator level distributions, normalised to unit

area, for ZZ → `−`+`−`+ at
√
s = 7 TeV and

√
s = 8 TeV. . . . . 44

2.4 Comparison of generator level distributions, normalised to unit

area, for ZZ∗ → `−`+`−`+ at
√
s = 7 TeV and

√
s = 8 TeV. . . . 45

2.5 Comparison of generator level distributions, normalised to unit

area, for ZZ → `−`+`−`+ proceeding via qq and gg interactions. . 47

2.6 Z boson invariant mass distributions in ZZ → `−`+`−`+ events at

7 TeV after applying the lepton kinematic requirements. . . . . . 48

2.7 Comparison of generator level distributions, normalised to unit

area, for qq → ZZ→ e−e+µ−µ+ as produced by different gener-

ators. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

2.8 Comparison of generator level mZ distributions, normalised to unit

area, for qq → ZZ→ e−e+µ−µ+ as produced by different generators. 50

2.9 Generator level mZ distributions, comparing the distributions ob-

tained from Sherpa using two different models for QED radiation. 51

2.10 Production of a ZZV vertex through a heavy fermion loop. . . . 55

2.11 m(ZZ) and pT of the leading Z boson in Standard Model ZZ → `−`+`−`+

decays, as well as ZZ → `−`+`−`+ decays in four samples generated

with anomalous nTGCs included in the simulation. . . . . . . . . 56

2.12 Measurements of the ZZ production cross section in e+e− collisions

at LEP as a function of centre of mass energy
√
s. . . . . . . . . . 57

2.13 Negative log-likelihood curves for nTGC couplings from the four

LEP experiments and their combination. . . . . . . . . . . . . . . 58

3.1 Peak instantaneous luminosity delivered by the LHC per run as a

function of time from 2010 to 2012. . . . . . . . . . . . . . . . . . 65

3.2 Cumulative integrated luminosity as a function of time in 2011 and

2012. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

10



LIST OF FIGURES 11

3.3 Cut-away view of the ATLAS detector. . . . . . . . . . . . . . . . 68

3.4 Cut-away view of the inner detector. . . . . . . . . . . . . . . . . 69

3.5 Plan view of a quarter section of the inner detector showing the

positions and pseudo-rapidity coverage of the various subdetectors. 70

3.6 Photograph of an SCT barrel module. . . . . . . . . . . . . . . . . 71

3.7 Cut-away view of the ATLAS calorimeter system. . . . . . . . . . 73

3.8 Diagram of the ATLAS liquid argon calorimeter, showing the ac-

cordion structure and the different granularity in the different layers. 75

3.9 Cut away view showing the various components of the ATLAS

muon spectrometer. . . . . . . . . . . . . . . . . . . . . . . . . . . 76

3.10 An overview of the ATLAS trigger and DAQ system. . . . . . . . 78

4.1 Diagrams of SCT barrel and endcap modules. . . . . . . . . . . . 83

4.2 Schematic of the SCT evaporative cooling system. . . . . . . . . . 85

4.3 ∆T distributions for the SCT Barrels for 01:20 22/9/2012 to 01:20

23/9/2012. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.4 Tdiff distributions for the SCT barrel and endcaps for 01:20 22/9/2012

to 01:20 23/9/2012 . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.5 Problem modules on barrel 5 in April 2010. . . . . . . . . . . . . 91

4.6 The number of ‘problematic’ modules with large ∆T and Tdiff per

day as a function of time between 20/01/2010 to 16/10/2012. . . 92

4.7 The temperature difference between the front and back of the mod-

ule (∆T ) for barrel module Q3/B6/L126/I/P29/A5 and barrel mod-

ule Q3/B6/L126/O/P30/C6 as a function of time between 20/1/2010

to 18/7/2010. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

4.8 The difference in temperature between the module and the average

temperature of modules on the same cooling structure (Tdiff) as a

function of time for module Q2/B5/L102/I/P24/C3 and for module

Q4/ECA/D4/L160/RO/07 between 20/1/2010 and 18/7/2010. . 94

4.9 The width and mean of the module ∆T distribution as a function

of time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

4.10 The mean and width of the module temperature distribution as a

function of time. . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

4.11 The width of the Tdiff distribution as a function of time. . . . . . . 96

5.1 Schematic view of the progression of different types of particle

through the ATLAS detector. . . . . . . . . . . . . . . . . . . . . 99



LIST OF FIGURES 12

5.2 Distribution of the inner detector material for each sub-detector as

a function of the pseudorapidity. . . . . . . . . . . . . . . . . . . . 105

5.3 Distribution of the simulated transverse impact parameter signifi-

cance for GSF and standard electrons from Z-boson decays. . . . 107

5.4 Electron reconstruction efficiency in 2011 and 2012 as a function of

the cluster η and the cluster ET. . . . . . . . . . . . . . . . . . . 109

5.5 Electron energy-scale correction factor α derived from fits to Z → ee.111

5.6 Di-electron mass distribution after applying the energy scale cali-

bration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

5.7 Distributions of electron identification variables for electrons and

hadrons with |η| < 1.47: Rhad, Rη. wη2, Eratio, wstot, f3 . . . . . . 117

5.8 Distributions of electron identification variables for electrons and

hadrons with |η| < 1.47: ∆η, ∆φ, d0, E/p, f3 . . . . . . . . . . . 118

5.9 Distributions of forward electron identification variables for elec-

trons and hadrons: λcentre, 〈λ2〉, 〈r2〉, fmax, Normalised longitudinal

moment, Normalised lateral moment . . . . . . . . . . . . . . . . 119

5.10 Electron identification efficiency in 2011 and 2012 as a function of

the number of reconstructed primary vertices in the event. . . . . 120

5.11 Efficiency of the Loose++ identification requirements as a function

of the cluster transverse energy. . . . . . . . . . . . . . . . . . . . 120

5.12 Cross sectional view of the muon trigger chambers. . . . . . . . . 122

5.13 Muon reconstruction efficiency in 2011 as a function of the pseudo-

rapidity and the transverse momentum of the muon. . . . . . . . . 126

5.14 Di-muon mass resolutions for muon tracks in different detector sub-

systems. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

6.1 Distributions of relative track and calorimeter isolation, d0/σ(d0)

and z0 for additional electron candidates in events containing a

dilepton pair with mass 66 < m`−`+ < 116 GeV in 7 TeV data. . . 137

6.2 Fraction of forward muons which are Combined muons as a function

of η . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

6.3 Distributions of relative track and calorimeter isolation, d0/σ(d0)

and z0 for additional muon candidates in events containing a dilep-

ton pair with mass 66 < m`−`+ < 116 GeV in 7 TeV data. . . . . . 144

6.4 Dilepton invariant mass and transverse momentum in the 7 TeV

data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148



LIST OF FIGURES 13

6.5 Dilepton invariant mass and transverse momentum in the 8 TeV

data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

6.6 Lepton kinematic distributions for di-lepton events in the 7 TeV

data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

6.7 Lepton kinematic distributions for di-lepton events in the 8 TeV

data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

6.8 Effect of the ∆R < 0.2 requirement on sensitivity to boosted four-

lepton systems. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

6.9 Efficiency-correction scale-factors for the d0 significance, z0 · sin(θ)

and track isolation cuts for electrons and muons in the 8 TeV data,

as a function pT of the lepton. . . . . . . . . . . . . . . . . . . . . 166

7.1 pT and η distributions for selected electrons L and lepton-like-

electrons J in the Z-tag sample for 7 TeV data. . . . . . . . . . . 182

7.2 pT and η distributions for selected electrons L and electron-like-jets

J in the Z-tag sample for 8 TeV data. . . . . . . . . . . . . . . . . 183

7.3 pT and η distributions for selected muons L and muons-like-jets J

in the Z-tag sample for 7 TeV data. . . . . . . . . . . . . . . . . . 190

7.4 pT and η distributions for selected muons L and muon-like-jets J

in the Z-tag sample for 8 TeV data. . . . . . . . . . . . . . . . . . 191

7.5 Electron Fake-Factors as a function of pT and η for 7 TeV data. . 192

7.6 Electron Fake-Factors as a function of pT and η for 8 TeV data. . 192

7.7 Muon Fake-Factors as a function of pT and η for 7 TeV data. . . . 193

7.8 Muon Fake-Factors as a function of pT and η for 8 TeV data. . . . 194

8.1 Mass of the leading lepton pair versus the mass of the sub-leading

lepton pair for candidate ZZ events in the 7 TeV data. . . . . . . 200

8.2 Mass of the leading lepton pair versus the mass of the sub-leading

lepton pair for candidate ZZ events in the 8 TeV data. . . . . . . 201

8.3 Transverse momentum of lepton pairs versus the opening angle be-

tween the leptons forming the pair, for events passing the ZZ∗

selection in 7 TeV data. . . . . . . . . . . . . . . . . . . . . . . . . 202

8.4 Invariant masses of the leading and subleading lepton pair in can-

didate ZZ events in the 7 TeV data. . . . . . . . . . . . . . . . . 202

8.5 Invariant masses of the leading and subleading lepton pair in can-

didate ZZ events in the 8 TeV data. . . . . . . . . . . . . . . . . 203



LIST OF FIGURES 14

8.6 Kinematic distributions for events passing the ZZ selection in the

7 TeV data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204

8.7 Kinematic distributions for events passing the ZZ selection in the

8 TeV data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205

8.8 Kinematic distributions for events passing the ZZ∗ selection in the

7 TeV data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206

8.9 Comparison of experimental measurements and theoretical predic-

tions of the total ZZ production cross section as a function of

centre-of-mass energy
√
s. . . . . . . . . . . . . . . . . . . . . . . 212

8.10 Unfolded ZZ fiducial cross sections. . . . . . . . . . . . . . . . . . 216

9.1 Validation of the TGC reweighting procedure for the 8 TeV samples.221

9.2 Expected total event yield for the 8 TeV analysis as a function of

the nTGC parameters. . . . . . . . . . . . . . . . . . . . . . . . . 224

9.3 Expected limits on fγ4 obtained in a binned fit of the pT distribu-

tion of the leading Z boson candidate, as a function of the lower

boundary of the last bin in pT. . . . . . . . . . . . . . . . . . . . . 228

9.4 Percentage uncertainties for different choices of binning in the pT

of the leading Z boson. . . . . . . . . . . . . . . . . . . . . . . . . 229

9.5 Candidate Z boson transverse momentum distributions with the

binning used for nTGC limit setting. . . . . . . . . . . . . . . . . 231

9.6 Two dimensional 95% confidence intervals for anomalous neutral

gauge boson couplings (nTGCs) for form factor scale Λ =∞. . . . 234

9.7 Anomalous neutral triple gauge coupling (nTGC) 95% confidence

intervals from the ATLAS, CMS, LEP and Tevatron experiments. 235



List of Tables

1.1 The fundamental particles and their properties. . . . . . . . . . . 23

2.1 Cross Sections calculated at NLO in QCD for pp→ ZZ→ e−e+µ−µ+. 42

2.2 Total pp→ ZZ cross sections at 7 TeV and at 8 TeV. . . . . . . . 42

2.3 Percentage contribution of the gg → ZZ process relative to the

total cross section. . . . . . . . . . . . . . . . . . . . . . . . . . . 43

2.4 95 % confidence level limits on anomalous triple gauge coupling

parameters obtained from LEP, D0 and CMS. . . . . . . . . . . . 60

3.1 LHC operational parameters. . . . . . . . . . . . . . . . . . . . . 65

3.2 Performance goals of the ATLAS detector. . . . . . . . . . . . . . 67

4.1 The width, goodness of fit and mean of a Gaussian fit to the ∆T

distribution averaged over stable periods between 20/1/2010 and

20/6/2010. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

4.2 Number and percentage of modules with | ∆T | greater than the

threshold for identifying problem modules at least 5 times during

the period 20/1/2010 - 19/6/2010 for each barrel. . . . . . . . . . 88

4.3 The width of a Gaussian fit to the Tdiff distribution for each stable

period between 20/1/2010 and 20/6/2010. . . . . . . . . . . . . . 90

4.4 Number and percentage of modules with | Tdiff | greater than the

threshold for identifying problem modules at least 5 times during

the period 20/1/2010 - 19/6/2010 for each barrel and for each of

the endcaps. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

6.1 Electron selection requirements. . . . . . . . . . . . . . . . . . . . 133

6.2 Efficiency of the central electron selection requirements. . . . . . . 135

6.3 Efficiency of the forward electron selection requirements. . . . . . 136

6.4 Muon selection requirements. . . . . . . . . . . . . . . . . . . . . 139

6.5 Efficiency of the central muon selection requirements. . . . . . . . 140

6.6 Efficiency of the forward muon selection requirements. . . . . . . . 142

6.7 Efficiency of the calorimeter-tagged muon selection requirements. 143

6.8 Electron triggers used in the different data taking periods. . . . . 145

6.9 Muon triggers used in the different data taking periods. . . . . . . 145

15



LIST OF TABLES 16

6.10 Trigger efficiencies for ZZ events. . . . . . . . . . . . . . . . . . . 146

6.11 Expected number of events in the 7 TeV data by cut for 4.6 fb−1. 154

6.12 Expected number of events in the 8 TeV data by cut for 20 fb−1. . 154

6.13 Mis-pairing rates in percent for different algorithms for choosing

the di-lepton pairs in four-lepton events. . . . . . . . . . . . . . . 155

6.14 Details of the acceptance and selection efficiencies and contamina-

tions for the 7 TeV analysis. . . . . . . . . . . . . . . . . . . . . . 159

6.15 Details of the acceptance and selection efficiencies and contamina-

tions for the 8 TeV analysis. . . . . . . . . . . . . . . . . . . . . . 160

6.16 Comparison of the fiducial acceptance CZZ between the 7 TeV anal-

ysis and the 8 TeV analysis. . . . . . . . . . . . . . . . . . . . . . 161

6.17 Reconstruction Acceptance CZZ , compared between different MC

generators for the 7 TeV analysis. . . . . . . . . . . . . . . . . . . 168

6.18 Reconstruction Acceptance CZZ , compared between different MC

generators for the 8 TeV analysis. . . . . . . . . . . . . . . . . . . 168

6.19 Systematic uncertainties on the reconstruction acceptance CZZ for

the 7 TeV analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . 170

6.20 Systematic uncertainties on the reconstruction acceptance CZZ for

the 8 TeV analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . 171

6.21 Systematic uncertainties on the expected signal yield. . . . . . . . 172

7.1 Monte Carlo generators used to model background processes. . . . 174

7.2 MC predicted number of events passing various levels of selection

for the Z+X, W±Z/W+W−, top quark, ZZZ/WWZ and tt̄ + V

backgrounds for the 7 TeV analysis. . . . . . . . . . . . . . . . . . 176

7.3 MC estimated number of events passing various levels of selection

for the Z+X, W±Z/W+W−, top quark, ZZZ/WWZ and tt̄ + V

backgrounds for the 8 TeV analysis. . . . . . . . . . . . . . . . . . 177

7.4 Definition of selected-leptons L and lepton-like-jets J . . . . . . . 180

7.5 Event selection requirements for the Z-tag sample used to measure

the fake-factor. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181

7.6 Unparameterised (average) fake-factors for different lepton types. 183

7.7 Results of the Monte Carlo closure test for the data driven back-

ground estimate. . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

7.8 Details of the background estimate for 4.6 fb−1 of 7 TeV data. . . 186

7.9 Details of the background estimate for 20 fb−1 of 8 TeV data. . . 187



LIST OF TABLES 17

7.10 Comparison of background estimates for the 7 TeV analysis, using

different criteria to define the lepton-like-jets J . . . . . . . . . . . 187

7.11 Comparison of background estimates for the 8 TeV analysis, using

different criteria to define the lepton-like-jets J . . . . . . . . . . . 188

7.12 Final data-driven fake background estimates. . . . . . . . . . . . . 188

7.13 Background estimate cross-check to the 8 TeV ZZ analysis using

same-sign events. . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

7.14 Final background estimates. The irreducible background estimate

is taken from Monte Carlo, whilst the reducible background is es-

timated using the data driven (D.D.) technique described in this

chapter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196

8.1 Expected and observed events in 4.6 fb−1 of 7 TeV data. . . . . . 198

8.2 Expected and observed events in 20 fb−1 of 8 TeV data. . . . . . . 198

8.3 Fiducial Cross Section measurements at 7 TeV and at 8 TeV. . . . 209

8.4 Systematic uncertainties to the fiducial acceptance factors, AZZ , at

7 TeV and at 8 TeV. . . . . . . . . . . . . . . . . . . . . . . . . . 210

8.5 Fiducial acceptance factors, AZZ , at 7 TeV and at 8 TeV. . . . . . 211

8.6 Total ZZ Cross Section measurements at 7 TeV and at 8 TeV. . . 211

9.1 Yield coefficients for the 8 TeV analysis with form-factor n = 3,Λ =

3 TeV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223

9.2 Yield coefficients for the 8 TeV analysis with no form-factor. . . . 223

9.3 Expected and observed 95% confidence interval limits for anoma-

lous neutral gauge boson couplings (nTGCs), set using the 7 TeV

data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 232

9.4 Expected and observed 95% confidence interval limits for anoma-

lous neutral gauge boson couplings (nTGCs), set using the 8 TeV

data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 233

A.1 Robustness of expected 95% confidence intervals for anomalous

neutral gauge boson couplings (nTGCs) for the 8 TeV analysis. . . 252



Introduction

The LHC began high energy proton-proton collisions in 2010, and since then has

accumulated high statistics datasets at centre of mass energies of
√
s = 7 TeV,

and from 2012,
√
s = 8 TeV. These high statistics samples allow for precision

measurements of the Standard Model of particle physics, as well as searches for

physics beyond the Standard Model.

Of particular interest are the diboson production processes, where gauge bosons,

the force-carriers of the Standard Model, are produced in pairs. Such processes

are relatively rare, occurring as rarely as one in every 1013 collisions. This thesis is

concerned with diboson ZZ production, where the Z boson is produced in pairs.

Measuring diboson processes such as ZZ production gives a direct probe of the

gauge structure of the electroweak sector of the Standard Model. In the Stan-

dard Model, the so called neutral triple gauge couplings (nTGCs) ZZZ and ZZγ

are forbidden, and diboson production may only proceed by combinations of Zqq̄

vertices. Anomalous ZZZ and ZZγ couplings are predicted in some models of

physics beyond the Standard Model, and would lead to an increased production

rate of diboson events, particularly when the diboson system is produced with

high energy. By studying the rate of ZZ production and the kinematic distri-

butions of the observed events, one can search for anomalous nTGCs, and in the

absence of any evidence for them, set limits on the maximum size of the couplings.

Diboson production rates are also sensitive to direct contributions from new

physics, where resonantly-produced heavy new particles decay to diboson pairs,

and so such processes provide ideal search channels for new particles. Non-

resonant diboson production is also a major background process to searches for,

and studies of, the Higgs boson, which until recently was a major missing compo-

nent of the Standard Model. Recently, the ATLAS and CMS experiments both

reported the discovery of a new particle with mass around 125 GeV, with proper-

ties consistent with the Higgs. The good understanding of non-resonant diboson

production was a key ingredient to this discovery.

This thesis is divided into three parts. Firstly, Part I gives the theoretical back-

ground and motivation to the work presented in this thesis. Chapter 1 gives an

introduction to the Standard Model, with particular emphasis on the electroweak

theory, and gives an introduction to the phenomenology of particle collisions at

18



19

the LHC and the computational tools available for simulating them. Chapter 2

gives a more detailed introduction to ZZ production, nTGCs, and previous ex-

perimental results.

Secondly, Part II describes the experimental setup. Chapter 3 gives an out-

line of the LHC and its experiments, and a description of the ATLAS detector.

Chapter 4 describes work done by the author monitoring the performance of the

cooling system of the Semiconductor Tracker (SCT), part of the ATLAS inner

detector. An overview of the particle reconstruction and identification algorithms

and their performance is given in Chapter 5.

Thirdly, Part III describes the main topic of this thesis, the measurement of

the ZZ production cross section and limits on nTGCs. Chapter 6 describes re-

quirements used to select ZZ events and reject background processes. Chapter 7

describes estimates of the size of the contribution from background processes.

Chapter 8 presents the observed events passing the selection requirements, their

kinematic distributions, and measurements of the ZZ cross section. Separate mea-

surements of the cross section at
√
s = 7 TeV and

√
s = 8 TeV are made. These

are described ‘side-by-side’, with small differences in the methodology between

the two measurements discussed as appropriate. At each centre-of-mass energy,

two measurements of the cross section are given: firstly a measurement in a re-

stricted fiducial phase-space corresponding closely to the experimental kinematic

selections, termed the fiducial cross section, and secondly a total cross section,

correcting for the acceptance of the fiducial phase-space. These events are then

used to set limits on nTGCs, which is described in Chapter 9.

The work and results presented in this thesis contributed to a number of

ATLAS conference notes and publications. An initial measurement of the ZZ

cross section at
√
s = 7 TeV and limits on nTGCs using the four-lepton final state

in the first 1 fb−1 of 2011 data was presented in [1] and later published in [2]. An

updated measurement of the cross section using the full 2011 7 TeV dataset of

4.7 fb−1 was given in [3], and later a paper published [4], giving combined results

with an analysis of ZZ → `−`+νν̄ decays, including nTGC limits and differential

cross sections. A first measurement of the ZZ cross section at
√
s = 8 TeV cross

section using the first 5.8 fb−1 of the 2012 dataset was given in [5], and an updated

measurement using the full 2012 dataset of 20 fb−1 was given in [6].
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Chapter 1

Theory

1.1 The Standard Model

The Standard Model of particle physics is a gauge theory describing the funda-

mental components of matter and their interactions, and encompasses our current

understanding of the world at the level of elementary particles. The Standard

Model was formulated in the 1970s, and since then has been tested to an unprece-

dented level of precision. A brief outline of the Standard Model is given here; it

is described in great detail elsewhere (e.g. [7–9]).

In the Standard Model there are two classes of particles: fermions, with half-

integer spin, and bosons, with integer spin. Fermions are the building blocks

of matter, whilst bosons carry the forces and mediate interactions between the

fermions. The bosons responsible for carrying the fundamental forces all have

spin-1 and are known as gauge bosons. The language of the Standard Model is

Quantum Field Theory, and every particle in the Standard Model is associated

with a field. The fundamental fermions and the fundamental forces and their

bosons are described in the next two sections, followed by an overview of elec-

troweak theory and of quantum chromodynamics (QCD).

1.1.1 Fundamental Fermions

There are two types of fermions: quarks and leptons. The quarks are the con-

stituents of hadrons such as protons and neutrons, whilst the most common lep-

ton, the electron, is found orbiting the nucleus in the atom. The quarks and

leptons are arranged into three generations, with each generation having identical

quantum numbers 1 but progressively higher mass. The different quark and lepton

1“Quantum numbers” are constants of motion in a quantum-mechanical system, for example
a particle’s charge or spin.
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types are referred to as ‘flavours’. Each generation of quarks consists of an up-type

quark with electric charge +2/3 (named ‘up’, ’charm’ and ’top’ in the three gener-

ations) and a down-type quark with electric charge −1/3 (named ‘down’, ‘strange’

and ‘bottom’ in the three generations); they are shown schematically below

(
u

d

) (
c

s

) (
t

b

)
(1.1)

Each generation of leptons consists of an electrically neutral neutrino and an

electrically charged lepton with charge -1 (the ‘electron’ e−, ‘muon’ µ− and ‘tau’

τ−); they are shown schematically below

(
νe

e−

) (
νµ

µ−

) (
ντ

τ−

)
(1.2)

The neutrinos are assumed to be massless in the Standard Model, although

experimental evidence indicates that they do in fact have a small mass.

All of the fundamental fermions described above have spin 1/2, and they all

have an antiparticle partner, with identical mass but opposite electrical charge2.

Properties of the fundamental fermions are summarised in Table 1.1.

1.1.2 Fundamental Forces and the Bosons

At present four fundamental forces are known, and these successfully describe

almost all observed interactions at microscopic levels. They are the gravitational

force, the electromagnetic force, the strong force and the weak force.

The gravitational force describes the attraction between masses. It is by far

the weakest of the known forces (about 1038 times weaker than the electromagnetic

force), and so has negligible impact on microscopic particle interactions. It is also

the only of the four forces not yet formulated as a Quantum Field Theory and

does not enter into the Standard Model, and so is not discussed any further here.

The electromagnetic force is responsible for interactions between electrically

charged particles, and is responsible for many of the phenomena of the everyday

world, such as light, electricity, the binding of electrons and nuclei into atoms, and

the binding of atoms to form more complicated structures. It is mediated by the

2It is an open question whether or not the neutrino is its own antiparticle.
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Particle Spin Charge Mass [GeV]

Gauge Bosons

Photon γ 1 0 0

Gluon g 1 0 0

W± 1 ±1 80.39 ± 0.02

Z 1 0 91.188 ± 0.002

Quarks

Up (u) 1/2 +2/3 2.3 +0.7
−0.5 ×10−3

Down (d) 1/2 −1/3 4.8 +0.7
−0.3 ×10−3

Charm (c) 1/2 +2/3 1.27 +0.07
−0.09

Strange (s) 1/2 −1/3 0.095 ± 0.005

Top (t) 1/2 +2/3 173.5 ± 1.0

Bottom (b) 1/2 −1/3 4.7 ± 0.03

Leptons

Electron (e−) 1/2 -1 0.511 ×10−3

Electron neutrino (νe) 1/2 0 < 2×10−9

Muon (µ−) 1/2 -1 0.106

Muon neutrino (νµ) 1/2 0 < 2×10−9

Tau (τ−) 1/2 -1 1.7768 ± 0.0002

Tau neutrino (ντ ) 1/2 0 < 2×10−9

Higgs H 0 0 ∼ 125

Table 1.1: The fundamental particles and their properties [10].
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photon (γ), which couples to particles carrying electrical charge with a strength

given by the particle’s charge and a coupling strength of α = 1/137. The photon

is chargeless, so does not self interact; and has zero mass, so electromagnetism is a

long range force. The theory describing the electromagnetic force in the Standard

Model is known as Quantum Electrodynamics (QED).

The weak force is mediated by the W± and Z bosons, which couple to particles

carrying weak isospin and is so named as it is approximately 1000 times weaker

than the electromagnetic force. It is responsible for many radioactive decays, the

best known of which is beta decay. The W± have integer electric charge, whilst

the Z is electrically neutral. Unlike the other gauge bosons (γ, g), they are both

massive and have rather large masses; consequently the weak interaction is a very

short range interaction. Uniquely amongst the known forces, weak interactions

allow quarks to change flavour and violate CP -symmetry.

The strong force describes interactions between particles carrying a ‘colour’

charge, and is so named as it is roughly 100 times stronger than the electromag-

netic force. Colour charge is analogous to electrical charge, but comes in three

‘types’ referred to as red, green and blue, rather than just one as in the case of

electromagnetism. The strong force is mediated by massless gluons. Gluons carry

colour charge, and thus unlike photons can interact with other gluons. This self-

interaction leads to the remarkable property that the strength of the strong force

increases with distance between two colour-charged particles. This in turn leads

to confinement: bare quarks are never observed in nature, but are only observed

bound together into colour neutral hadrons such as protons and neutrons. The

strong force is also responsible for binding protons and neutrons together into

atomic nuclei. The theory describing the strong force in the Standard Model is

known as Quantum Chromodynamics (QCD).

Properties of the gauge bosons are summarised in Table 1.1.

1.1.3 The Electroweak Theory

In the 1960s Weinberg [11] and Salam [12] proposed the unification of the electro-

magnetic and weak forces into a single theory which later became known as the

electroweak theory. The theory is a gauge theory, guided by requiring that the

theory be invariant under local gauge transformations, that is that the Lagrangian

be invariant under a set of continuous transformations whose parameters have a

space-time dependence. Requiring invariance under a local gauge transforma-

tion leads to the emergence of vector gauge fields with associated gauge bosons.



1.1. THE STANDARD MODEL 25

Interactions between the fermions and the gauge bosons give rise to the forces.

The unified electroweak theory has gauge group:

U(1)Y × SU(2) (1.3)

The associated gauge bosons are a massless singlet Bµ associated with the

U(1)Y group and a massless triplet Wµ = {W 1
µ ,W

2
µ ,W

3
µ} associated with the

SU(2) group. The field associated with the U(1)Y gauge group is analogous to

the electromagnetic field, but is instead associated with hypercharge Y .

It is observed that weak interactions violate parity conservation; this leads

to different interactions for the left-handed and the right-handed components of

a particle. A Dirac field, ψ, can be expressed as the sum of left-handed and

right-handed components:

ψ = ψL + ψR (1.4)

with:

ψL = PLψ =
1

2
(1− γ5)ψ (1.5)

ψR = PRψ =
1

2
(1 + γ5)ψ (1.6)

(1.7)

where γ5 is the product of the Dirac gamma matrices γµ: γ5 = γ0γ1γ2γ3. PL

and PR project out the left-handed and right-handed chiral states of the fermion.

Chirality is a property of the fermion, but is not a physical observable. In the

limit of massless fermions, the chirality is equal to the helicity of the particle, i.e.

its spin projected onto its direction of motion (either +1/2 or −1/2 for a spin 1/2

fermion). Experimentally the W boson is seen only to couple to left-handed chiral

states. This is expressed in the theory by arranging the left-handed particles into

SU(2) doublets and the right-handed particles into SU(2) singlets. Considering

only the first generation of fermions, we have:

`L =

(
νL

eL

)
, eR, νR

3, qL =

(
uL

dL

)
, uR, dR (1.8)

3The right-handed neutrino need not exist in a model with massless neutrinos, however given
experimental evidence for a small neutrino mass it is included here for completeness.
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The SU(2) singlets eR, νR, uR, dR are invariant under SU(2) transformations

and thus do not couple to the Wµ gauge bosons, whilst the doublets transform

as:

`L → `′L = e−iw
aTa

`L (1.9)

where the Ta are the three generators of the SU(2) group. These can be expressed

in terms of the Pauli matrices as 1
2
τa, where:

τ 1 =

(
0 1

1 0

)
, τ 2 =

(
0 −i
i 0

)
, τ 3 =

(
1 0

0 1

)
(1.10)

Under U(1)Y both the singlets and the doublets transform in the same way:

ψ → ψ′ = e−iw
′Y (ψ)ψ (1.11)

where Y is the hypercharge of the particle in question.

The Lagrangian for a massless free fermion field ψ is given by the Dirac La-

grangian:

LDirac = ψ̄(iγµ∂µ)ψ (1.12)

where ψ̄ = ψ†γ0 is the conjugate field. In order to make this Lagrangian invariant

under local U(1) and SU(2) transformations it is necessary to introduce the gauge

fields Bµ and Wµ as described above, and to replace the derivative ∂µ with the

covariant derivative Dµ, defined such that the quantity Dµψ transforms in the

same way as ψ under gauge transforms. This gives rise to interactions between

the fermions and the gauge fields. The covariant derivative operators include the

U(1)Y and SU(2) operators as needed, and for a fermion multiplet f take the

following form:

Dµ = ∂µ + i2gIW (f)TaW a
µ + ig′Y (f)Bµ (1.13)

where IW (f) is the weak isospin and Y (f) is the hypercharge of fermion f and g

and g′ are the couplings of the SU(2) and hypercharge fields. The explicit values

of IW and Y are as follows:

Y (`L) = −1

2
, Y (eR) = −1, Y (νR) = 0, Y (qL) =

1

6
, Y (uR) =

2

3
, Y (dR) = −1

3

IW (`L) = IW (qL) =
1

2
, IW (eR) = IW (νR) = IW (uR) = IW (dR) = 0 (1.14)

This ensures the desired property that the SU(2) field couples only to the left

handed multiplets.
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The Lagrangian for the electroweak theory is:

LEW =− 1

4
BµνB

µν − 1

4
F a
µνF

aµν

+ i`L
T
γµDµ`L + ieR

TγµDµeR + iνR
TγµDµνR

+ iqL
TγµDµqL + iuR

TγµDµuR + idR
T
γµDµdR (1.15)

The first line gives kinematic terms for the gauge fields, where Bµν = ∂µBν −
∂νBµ is the hypercharge field strength, and F a

µν = ∂µW
a
ν − ∂νW a

µ − gfabcW b
µW

c
ν is

the weak SU(2) field strength. The last term in the second expression gives rise

to triple and quartic couplings of the W a bosons. The second and third lines of

Equation 1.15 describe the kinematics of the fermions in the theory.

Substituting Equations 1.10,1.13 and 1.14 into Equation 1.15 gives the follow-

ing interaction terms between the leptons and the gauge bosons:

−g
2

(
νL

eL

)T

γµ

((
W 3
µ

√
2W+

µ√
2W−

µ −W 3
µ

)
− tan θWBµ

)(
νL

eL

)
+g tan θW eR γ

µBµeR

(1.16)

where the W 1,W 2 have been rewritten as W± = (W 1 ∓ iW 2)/
√

2, and θW is the

weak mixing angle, defined such that:

g sin θW = g′ cos θW (1.17)

In Equation 1.16 four gauge bosons are seen: a charged W+ and W− which

mediate transitions between electrons and neutrinos, and a neutral W 3
µ and Bµ

which both couple to pairs of electrons and neutrinos. These can not be identified

with the physical Z boson and photon, since the photon does not couple to the

neutrino. However, the physical bosons can be obtained by a ‘rotation’, replacing

the fields W 3
µ and Bµ by the physical particles Zµ and Aµ:

Zµ = cos θWW
3
µ − sin θWBµ (1.18)

Aµ = cos θWBµ + sin θWBµ (1.19)

Substituting these into Equation 1.16 and collecting terms relating to each of

the gauge bosons, it is found that the charged W± bosons mediate transitions
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between left-handed electrons and neutrinos with the term:

− g

2
√

2

(
νLγ

µeLW
+
µ + eLγ

µνLW
−
µ

)
(1.20)

The Z boson couples to left- and right-handed electrons and to neutrinos, with

slightly different couplings to the left- and right-handed electrons:

g

2 cos θW

(
(1− 2 sin2 θW) eLγ

µeL − 2 sin2 θW eRγ
µeR − νLγµνL

)
Zµ (1.21)

Finally, the photon couples equally to left- and right-handed electrons, but not

to the neutrinos:

g sin θW (eLγ
µeL + eRγ

µeR)Aµ = g sin θW e γµeAµ (1.22)

The quantity g sin θW can thus be associated with the electromagnetic charge e.

The W± and Z bosons are associated with the weak force, and the photon with

the electromagnetic force.

Similarly, it is found that the W± boson mediates transitions between left-

handed u and d quarks, that the Z boson couples to quarks proportionally to

their weak isospin and electric charge, with different couplings for the different

chiral states, and that the photon couples to quarks with couplings proportional

to their electric charge.

Generally, the covariant derivative of Equation 1.13 can be written in terms

of the physical fields W±
µ , Zµ, Aµ as:

Dµ = ∂µ+ i
g√
2

(W+
µ +W−

µ )+ i
g

cos θW

(If3 −Qf sin2 θW)Zµ+ igQf sin θWAµ (1.23)

for a fermion f possessing a third component of weak isospin If3 and an electromag-

netic charge Qf . The electromagnetic charge can be related to the hypercharge

as Q = I3 + Y . The second term in (1.23) describes the weak Charged Current

(CC) interaction, the third the weak Neutral Current (NC) and the fourth the

electromagnetic neutral current.

1.1.4 Electroweak Symmetry Breaking

The gauge bosons and fermions in the electroweak Lagrangian given in Equa-

tion 1.15 are massless. This is clearly a problem as the fermions are observed

to be massive, and more worryingly the W and Z bosons are observed to be ex-
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tremely massive. Unfortunately, explicit mass terms for the gauge bosons may

not be added to the theory without violating local gauge invariance, and it is not

possible to include explicit mass terms for the fermions as this mixes the left- and

right-handed components, which have been assigned to different SU(2) multiplets.

In order to give mass to the gauge bosons, the symmetry must be broken

somehow. The simplest way to do so would be to simply add mass terms for the

gauge bosons by hand, however this would lead to a non-renormalisable theory

which would contain an infinite number of divergences. Instead, gauge bosons are

given masses by ‘spontaneous symmetry breaking’ in the Higgs mechanism4 by

introducing an SU(2) doublet of complex scalar fields (the Higgs Field), with a

potential of the form:

V (Φ) = µ2Φ†Φ + λ(Φ†Φ)2 (1.24)

If µ2 < 0 then the field has a minimum at Φ†Φ = −1
2
µ2/λ, and thus has a non-

zero vacuum expectation value. Gauge invariance of the Lagrangian is preserved,

however the vacuum state is no longer invariant under gauge transformations. The

gauge bosons acquire mass by interactions with the field, and it is found that:

MW =
1

2
gv, MZ =

gv

2 cos θW

(1.25)

where v = µ/
√
λ is the vacuum expectation value.

Terms can also be introduced describing interactions of the fermions with

this field, giving masses to the fermions without mixing the left- and right-handed

components. Such an interaction is called the ‘Yukawa interaction’. The couplings

strengths are given by the Yukawa couplings, which can be different for each

fermion and are not fixed by the theory, requiring experimental determination.

The introduction of the Higgs field predicts the existence of one further fun-

damental particle, a massive scalar boson known as the Higgs Boson with mass

mH =
√

2|µ|. Again, the mass is not predicted by the theory. There has been

much experimental activity in the search for the Higgs boson, and for many years

it proved elusive. Recently, the CMS [13] and ATLAS [14] collaborations reported

evidence for a new boson with properties consistent with the Higgs.

4More properly the Brout-Englert-Higgs mechanism.
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1.1.5 Quantum Chromodynamics

Quantum Chromodynamics is the theory of the strong interaction, and is a non-

abelian gauge theory with gauge group SU(3). The charge associated with SU(3)

is the colour charge, so named because the three charges are referred to as red,

blue and green. The theory is constructed in a similar way to the electroweak

theory, requiring invariance under local gauge transformations generated by the

group. This is again achieved by replacing the derivative in the Dirac equation

with a covariant derivative, necessitating the introduction of gauge boson fields.

Since there are eight generators of SU(3), an octet of gauge fields is introduced,

which are the eight gluons G1..8
µ .

The Lagrangian for QCD is given by:

LQCD = −1

4
Ga
µνG

µν
a + q̄a(iγ

µDµ)ab qb (1.26)

where the index a runs over colour charge. The covariant derivative is defined as:

Dµ = ∂µ + igsT
aGa

µ (1.27)

where Ta are the generators of SU(3) and Ga
µν is the colour field strength tensor:

Ga
µν = ∂µG

a
ν − ∂νGa

µ − gsfabcGb
µG

c
ν (1.28)

The fabc are the structure functions of the SU(3) group. As in the case of W

bosons in the weak interaction, the last term in Equation 1.28 gives rise to triple

and quartic interactions between the gluons. gs is the strong coupling constant,

usually expressed as αS, given by:

αS =
gs
4π

(1.29)

Since the gluons are massless, QCD contains UV divergences which lead to

infinite results in cross section calculations. This is clearly unphysical, so a renor-

malisation procedure must be used to cancel the divergences, for example by

introducing a gluon mass or setting a UV cutoff scale to regularise the divergence.

The divergences are then absorbed by a redefinition of the ‘bare’ parameters of

the theory to the physically observable parameters. Renormalised parameters

such as αS are dependent on the renormalisation scale µR, the scale at which this

subtraction is done. A result of this procedure is that αS becomes dependent on
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the momentum squared of the external particles coming into a vertex, Q2:

αS(Q2) = αS(µ2
R)− αS(µ2

R)β0 ln(Q2/µ2
R) (1.30)

The parameter β0 is positive, and so the effective coupling decreases as the momen-

tum scale Q2 increases, a phenomena referred to as the running of the coupling.

For momentum scales below ∼ 2 GeV, αS becomes large, and it is not possi-

ble to perform perturbative calculations in QCD. In this non-perturbative regime

phenomenological models are needed.

The running of the coupling gives rise to two additional phenomena: confine-

ment and asymptotic freedom. Since αS increases as Q2 decreases, the strong force

between two quarks increases as the distance between them increases, leading to

stronger and stronger binding as they are pulled apart. At sufficiently large sepa-

ration, the colour ‘string’ connecting the quark snaps, and a new pair of quarks is

produced. A result of this is that quarks and gluons may only ever be observed as

colourless bound-states (hadrons), and never as ‘bare’ colour charges. Conversely,

at large momentum scales (such as in a high energy particle collision) or short

distances (such as within a hadron) the strong coupling between quarks becomes

very small and they behave more like free particles.

1.2 Interactions in Proton-Proton Collisions

An illustration of a proton-proton collision at a hadron collider is shown in Fig-

ure 1.1. In proton-proton collisions it is not the protons themselves that interact

but their quark and gluon constituents. The interaction between two incoming

partons (quarks or gluons) from the two initial protons is known as the hard scat-

ter, which will lead to two or more hard outgoing particles. The incoming and any
Hard Interactions of Quarks and Gluons: a Primer for LHC Physics 60

Figure 43. Schematic cartoon of a 2 → 2 hard scattering event.

The cutoff, pTmin, is the main free parameter of the model and basically corresponds

to an inverse colour screening distance. A tuning of the PYTHIA underlying event

parameters (Tune A) basically succeeds in describing most of the global event properties

in events at the Tevatron. With the new version of PYTHIA (version 6.4) [85, 16], a

new model for the underlying event is available, similar in spirit to the old multiple

parton interaction model, but with a more sophisticated treatment of colour, flavour

and momentum correlations in the remnants.

5.3. Inclusive jet production

It is useful to consider the measurement of inclusive jet production at the Tevatron as

(1) it probes the highest transverse momentum range accessible at the Tevatron, (2)

it has a large impact on global pdf analyses, and (3) many of the subtleties regarding

measurements with jets in the final state and the use of jet algorithms come into play.

As shown in Figure 43, a dijet event at a hadron-hadron collider consists of a hard

collision of two incoming partons (with possible gluon radiation from both the incoming

and outgoing legs) along with softer interactions from the remaining partons in the

colliding hadrons (“the underlying event energy”).

The inclusive jet cross section measured by the CDF Collaboration in Run 2 is

shown in Figure 44, as a function of the jet transverse momentum [130]. Due to the

higher statistics compared to Run 1, and the higher centre-of-mass energy, the reach in

transverse momentum has increased by approximately 150 GeV. The measurement uses

the midpoint cone algorithm with a cone radius of 0.7. As discussed in Section 3.6, the

midpoint algorithm places additional seeds (directions for jet cones) between stable cones

having a separation of less than twice the size of the clustering cones. The midpoint

algorithm uses four-vector kinematics for clustering individual partons, particles or

energies in calorimeter towers, and jets are described using rapidity (y) and transverse

(a)

Figure 1.1: Illustration of a proton-proton collision. Figure from [15].
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coloured outgoing particles will emit further QCD radiation known as initial state

radiation (ISR) and final state radiation (FSR) in the form of gluons, which in

turn can split into further partons. Once the outgoing quarks and gluons become

far enough from one other, the coupling between them becomes strong and they

form into colour neutral hadrons in a process known as hadronisation. Charged

incoming and outgoing particles will also emit electromagnetic (QED) radiation

in the form of photons.

The interaction between the incoming particles leaves behind other partons

from the breakup of the original proton. There may also be other secondary colli-

sions between these residual partons, referred to as multiple interactions. Particles

from ISR and FSR, the breakup of the proton and multiple interactions are col-

lectively referred to as the underlying event (UE).

In a basic picture, the proton consists of three valence quarks: two up-quarks

and one down-quark, bound together by the strong force. These quarks will

spontaneously exchange gluons, which can in turn split into additional quark

pairs, known as sea quarks. As the energy of a particle used to probe the proton

is increased, the fraction of the proton momentum observed to be carried by sea

quarks and gluons increases, as a more energetic probe is able to resolve the

structure of the proton at a finer level. The parton content of the proton thus

depends on the momentum transfer of the interaction Q2. Perturbative QCD is

not able to describe the soft splittings within the proton, and so the structure of

the proton be described by fits to experimental data. Parton Density Functions

(PDFs) of the form fi(xi, Q
2) are used to describe the probability of finding a

parton of flavour i carrying a fraction xi of the incoming proton momentum at a

momentum scale Q2. The DGLAP equations [16] model interactions within the

proton using splitting functions and use perturbative QCD to evolve the PDFs

between different Q2.

An important concept in calculating cross section for interactions involving

hadrons is the factorisation theorem [17], which allows the hard short-distance

component of a scattering process, which can be calculated exactly with pertur-

bative QCD, to be ‘factorised’ from the soft long-distance component, which can

not and must be modelled with phenomenological models and parametrised func-

tions fit to experimental data. Thus in the above model of proton-proton collisions

the hard scattering cross section can be calculated exactly whilst the PDF is used

to describe the behaviour of the partons within the proton. The cross section for
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a scattering initiated by two protons with momenta P1, P2 can be written as:

σ(P1, P2, Q
2) =

∑
i,j

∫
dx1dx2 fi(x1, µF )fj(x2, µF )

×σ̂i,j→X(x1.P1, x2.P2, αs(µ
2
R),

Q2

µF
,
Q2

µR
)

(1.31)

where the sum i, j is over parton flavour, σ̂i,j→X is the partonic cross section for

partons i and j scattering to give X, and fi(x1, µF ) are the PDFs. µF is the

factorisation scale, the scale at which the PDF is evaluated, setting the boundary

between hard, perturbative QCD and soft, non-perturbative QCD and µR is the

renormalisation scale, discussed in Section 1.1.5.

When performing calculations to all orders of perturbation theory, the results

do not depend on the choice of the scales µR and µF ; however since for most

processes it is only possible to calculate the first few terms of the expansion, the

results will heavily depend on the choice of scale. The dependence on the choice

of scale is expected to decrease as the calculation is performed to higher order.

1.3 Monte-Carlo Simulation

Simulated events are a crucial ingredient to a particle physics measurement for a

number of reasons. It is of course important to be able to compare experimen-

tally measured quantities such as cross sections and kinematic distributions with

predictions from the theory. Furthermore, simulated events are important for cal-

ibrating the detector response and for estimating selection efficiencies in order to

translate from observed events to a physical quantity such as a cross section.

Simulated events are generated by means of Monte Carlo simulation, which

uses numerical integration to calculate matrix elements and generate events. Gen-

erating events suitable for the purposes outlined in the last paragraph typically

consists of four steps: calculation of the matrix element for the hard scatter-

ing, adding initial and final state radiation using a parton shower, simulating the

hadronisation, and finally embedding in the underlying event. An outline of these

steps is given below. For more details see e.g. [15, 18].

The calculation of the matrix element (ME) is made at a fixed order in per-

turbative QFT, where the expansion is in terms of the strong coupling constant

αS. The event generators used in this thesis are either Leading Order (LO), where

only the simplest diagrams contributing to a process are calculated, or Next to
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Leading Order (NLO), where contributions from one loop diagrams are included.

FSR and ISR are modelled by the parton shower (PS), which models successive

splittings of the incoming or outgoing partons. In the case of outgoing partons

they are radiated until they reach an energy of ∼ 1 GeV, at which point the

predictions of perturbative QCD become invalid and the partons hadronise. For

the incoming partons, the shower is run in reverse to model the evolution of the

parton back from its state at the point of the hard scatter through splittings

occurring within the proton, with progressively lower energy until a cutoff scale

of ∼ 1 GeV is reached.

The process of hadronisation is not well described theoretically, but relies on

a number of phenomenological models. A common set of models are the string

models, in which the force between two coloured charges is modelled as an elastic

string with rising tension as the particles separate. If the string is stretched too

far it will snap, creating a new pair of colour charges. If a pair of opposite colour

charges are found close to each other, they are combined into a hadron.

When calculating cross sections and generating events, an important consider-

ation is the choice of factorisation and renormalisation scales, µR and µF , defined

in Section 1.2. Since at LO and NLO the cross section is strongly dependent on

the choice of scale, theoretical uncertainties must be assigned to account for the

dependence on the (somewhat arbitrary) choice of scale. Typically, this is done by

setting the scales to an energy similar to the characteristic energy scale Q of the

interaction, then varying up and down by a factor of two to estimate systematic

uncertainties.

Modern Monte Carlo integrators can calculate exact matrix elements with

additional partons from FSR in the matrix element. Whilst this increases the

accuracy of the cross section and kinematic distributions, it becomes necessary

to ‘match’ the ME calculation to the PS to ensure no double counting, since

otherwise a 2→ 3 event could either come from a 2→ 3 matrix element event or

a 2→ 2 matrix element event with an additional parton coming from a splitting

in the parton shower. One method of doing this is by vetoing any splitting in the

PS above a certain threshold. Different generators use different models for the

parton shower, hadronisation, and for ME-PS matching.

1.3.1 Monte Carlo Generators

A wide range of Monte Carlo integrators and event generators is available to

simulate processes of interest at the LHC. The following generators are used in this
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thesis. For each generator, an outline of how it is used and its general properties

is given.

• MCFM [19] is designed to calculate cross sections for femtobarn-level pro-

cesses at hadron colliders. Matrix elements are calculated at NLO, incor-

porating full spin correlations. MCFM is a cross section calculator only

and cannot produce unweighted events suitable for use in a physics analy-

sis. Nevertheless it provides a useful toolkit for calculating cross sections,

estimating the acceptance of fiducial selections and studying the associated

uncertainties due to PDF and scale uncertainties.

• PowhegBox [20] is a general framework for implementing NLO calcula-

tions. It uses the Powheg method to match the NLO matrix elements to

the parton shower. PowhegBox must be interfaced to an external program

for the implementation of the parton shower; for this thesis, PowhegBox

is interfaced to Pythia for showering. Specific details of the implementa-

tion of the ZZ process in PowhegBox are given in [21]. The gg → ZZ

process is not included. Samples generated using PowhegBox are used as

the main signal samples for the qq → ZZ process, used to optimise the selec-

tion, estimate selection acceptances and systematics and compare observed

distributions with theory.

• gg2zz [22] is a specialist generator used to simulate the gg → ZZ process.

Events generated with gg2zz are used in conjunction with the Powheg-

Box events as the main signal sample. It is interfaced to the Herwig

to provide the parton shower and Jimmy [23] to model the underlying

event. Its sister generator, gg2ww, is used to simulate the background

from gg → W+W− [24].

• Sherpa [25] is a LO generator, capable of simulating the qq → ZZ process

with up to three additional hard partons in the matrix element. It uses an

extended version of the CKKW scheme [26] to match to the matrix element

to the parton shower, and provides its own simulation of the parton shower,

QED radiation and the underlying event. Sherpa is also capable of simu-

lating anomalous triple gauge couplings (aTGCs), discussed in Chapter 2.

It is used as a cross-check to PowhegBox and to estimate the impact of

uncertainties arising from different implementations of the parton shower

and QED radiation. It is also used to simulate aTGC samples. Version
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1.3.1 is used to simulate qq → ZZ → `−`+`−`+ at 7 TeV, and 1.4.0 is used

at 8 TeV.

• Pythia is a LO generator which uses a library of 2→ 2 matrix elements cov-

ering almost all Standard Model processes to model the signal process and

a pT ordered parton shower to model additional radiation. The Fortran77

based Pythia 6 [27] is used at 7 TeV whilst the C++ based Pythia 8 [28]

is used at 8 TeV. Pythia is used to provide showering for many of the other

generators described here.

• Herwig [29] is another general purpose LO generator, generating events in

a similar way to Pythia, but using an angular-ordered parton shower. It

is used for generating inclusive samples (all final states) of WW and WZ

production, used in estimating background from other diboson processes.

• Herwig++ [30] is a C++ based generator based on the Fortran Herwig.

It includes NLO calculations of a number of processes using the Powheg

matching scheme. Herwig++ is only used for comparison of ZZ event

kinematics at generator level.

• MC@NLO [31] is a NLO generator, and was the first generator to imple-

ment NLO ME to PS matching, using the so-called MC@NLO technique.

MC@NLO is used to simulate the background processes tt̄, W±t and single-

top at 7 TeV. MC@NLO can simulate qq → ZZ, but only in the zero-width

approximation where the lineshape of the Z boson is not included. For

this reason MC@NLO is not used for signal simulation, though the gen-

erator level predictions of MC@NLO are compared to other generators in

the Chapter 2. MC@NLO is used to model the tt̄, W±Z and W+W− back-

grounds, for which it provides implementations including the widths of the

bosons.

• Alpgen [32] is a LO generator for simulating multi-parton processes in

hadron interactions. It can simulate W and Z production with up to 6

additional partons in the matrix element. It is interfaced to Herwig for the

parton shower, using the MLM matching scheme [33]. It is used to simulate

W± and Z bosons in association with jets, as well as low mass Drell-Yan

and W±γ and Zγ.



Chapter 2

ZZ Production

The study of the production of pairs of Z bosons in particle collisions (so called

diboson ZZ production) is of great interest as it provides a precision test of the

Standard Model, and unique opportunity to probe the structure of the electroweak

sector. The ZZZ and ZZγ neutral triple gauge boson couplings (nTGCs) are zero

at tree-level in the Standard Model, and exist only at the level of O(10−4) in one-

loop corrections [34]. The sizes of these nTGCs are, however, enhanced in many

models of new physics. Measurement of these couplings thus provides a test of

the structure of the electroweak sector of the Standard Model.

Non-resonant ZZ production is also the irreducible background to H → ZZ

decays, one of the key channels in Higgs boson physics at the LHC. The CMS [13]

and ATLAS [14] experiments both recently reported the discovery of a new boson

with mass near 125 GeV in the search for the Higgs boson. H → ZZ decays were a

key search channel for this discovery, contributing a local significance of 3.6σ to the

overall local significance of 6.0σ (the other contributing channels wereH → γγ and

H → WW ). The good understanding of non-resonant ZZ production obtained

by the measurements presented in this thesis was essential for this discovery, and

continues to be important for studying the properties of the new boson.

2.1 ZZ Production at Hadron Colliders

At hadron colliders, qq → ZZ proceeds at tree level via t- and u-channel quark-

antiquark annihilation as shown in Figure 2.1. Since ZZZ and ZZγ couplings

are forbidden in the Standard Model there is no contribution from s-channel

qq̄ annihilation. Final states involving an off shell photon in place of a Z are

indistinguishable from the state with a Z, and so the qq → ZZ process involves

a small contribution from γ∗, with interference between the Z diagrams and the

γ∗ diagrams. For the remainder of this thesis, Z is taken to mean Z/γ∗.

37
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Figure 2.1: Leading order Feynman diagrams for ZZ production in proton-proton
collisions. The left hand diagram shows t-channel qq → ZZ, the right hand
diagram the equivalent u-channel process. The tree level s-channel process is
forbidden in the Standard Model.
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Figure 2.2: Feynman diagrams for gg → ZZ. Although these are NNLO processes
and are suppressed by a factor of α2

s, they still make a significant contribution at
LHC energies due to the high gluon content of the proton

Gluon-gluon fusion processes will also contribute via quark box diagrams, as

shown in Figure 2.2. Although these are NNLO and are suppressed by a factor

of α2
s, due to the high gluon content of the proton at LHC energies they still con-

tribute a sizeable fraction of the total ZZ production cross section, contributing

approximately 5-10% [19], depending on the centre of mass energy and the mass

range of the Z bosons.

2.1.1 ZZ Decay Modes

Z bosons can decay to a quark-antiquark pair, a neutrino-antineturino pair or a

pair of oppositely charged leptons. The branching fractions to each of the final

states are well known [10], and are 69.9% for qq̄, 20.0% for νν̄ and 10.1% for

`−`+. In ZZ decays, each boson decays independently, so the branching frac-

tion for a given final state is the product of the branching fractions for the two

Z bosons. The measurements in this thesis are all based on measurements of

ZZ → `−`+`−`+, where ` = e, µ, giving three final states e−e+e−e+, µ−µ+µ−µ+

and e−e+µ−µ+. The branching fractions to these final states, obtained by multi-
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plying the branching fractions from [10], are as follows:

B(ZZ → e−e+e−e+) = 0.113± 0.008 % (2.1)

B(ZZ → µ−µ+µ−µ+) = 0.113± 0.014 % (2.2)

B(ZZ → e−e+µ−µ+) = 0.226± 0.016 % (2.3)

2.1.2 Cross Section Definition

The cross section for non-resonant ZZ production can be defined in a number of

ways. One definition is to use a zero-width approximation for the Z bosons and

calculate a total cross section. Alternatively, the natural width of the Z bosons

can be used, and requirements made on the invariant masses of the Z bosons to

define a cross section. In this thesis, measurements of two total ZZ cross sections

are presented: an on-shell cross section assuming natural width for the Z bosons

and requiring both bosons have mass in the range 66 < mZ < 116 GeV, and a

cross section allowing one of the Z bosons to be off shell with mZ > 20 GeV.

Measurements are also presented in a restricted phase space, termed a fidu-

cial volume, which corresponds closely to the experimental selection requirements

described in Chapter 6. The corresponding fiducial cross section has smaller the-

oretical uncertainties than the total cross section, since in extrapolating from the

experimentally measured fiducial cross section to the total cross section addi-

tional uncertainties arise due to uncertainties on the PDF and the factorisation

and renormalisation scales. The fiducial volumes used for the 7 TeV and the 8 TeV

measurements are are defined below; they are slightly different from each other,

reflecting the different experimental selections. The fiducial cross sections are

measured using decays where both Z bosons decay to either electrons or muons,

denoted ZZ → `−`+`−`+. They are then extrapolated to the total cross section,

correcting for the geometric acceptance of the fiducial volume and the branching

fractions to leptons.

7 TeV Fiducial Cross Section Definitions

The ZZ → `−`+`−`+ on-shell (ZZ) fiducial cross section is defined as:

• (Z/γ∗)(Z/γ∗)→ `−`+`−`+, ` = e, µ;

• 66 < m12(Z/γ∗) < 116 GeV, where m12(Z/γ∗) is the mass of the Z recon-

structed from the first and second leptons. The lepton pairings are assigned
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by choosing the set of same-flavour, opposite-sign lepton pairs that min-

imises the sum of distances from the Z boson mass given in [10]:

|m1,2(Z/γ∗)−mPDG
Z |+ |m3,4(Z/γ∗)−mPDG

Z | (2.4)

• 66 < m34(Z/γ∗) < 116 GeV, where m34(Z/γ∗) is the mass of the Z recon-

structed from the third and fourth leptons;

• All four leptons have transverse momentum satisfying p`T > 7 GeV;

• All four leptons have pseudo-rapidity satisfying |η`| < 3.16;

• The minimum distance between any two leptons in the event must satisfy

min(∆R(`, `)) > 0.2, where ∆R =
√

∆φ2 + ∆η2.

The ZZ∗ → `−`+`−`+ fiducial cross section, allowing one Z to be off-shell

(ZZ∗), is defined as:

• (Z/γ∗)(Z/γ∗)→ `−`+`−`+, ` = e, µ;

• 66 < m12(Z/γ∗) < 116 GeV;

• m34(Z/γ∗) > 20 GeV;

• All leptons satisfying the same kinematics requirements as above: p`T >

7 GeV, |η`| < 3.16, and min(∆R(`, `)) > 0.2.

In this case the tighter mass cut is applied to the dilepton pair closest to the Z

boson mass.

8 TeV Fiducial Cross Section Definitions

For the 8 TeV data, only a measurement of the on-shell (ZZ) cross section is

presented. The fiducial volume is defined as:

• (Z/γ∗)(Z/γ∗)→ `−`+`−`+, ` = e, µ;

• 66 < m12(Z/γ∗) < 116 GeV, where m12(Z/γ∗) is the mass of the Z boson

reconstructed from the first and second leptons. The lepton pairings are

assigned by choosing the set of same-flavour, opposite-sign lepton pairs that

minimises the sum of distances from the Z boson mass given in [10]:

|m1,2(Z/γ∗)−mPDG
Z |+ |m3,4(Z/γ∗)−mPDG

Z | (2.5)
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• 66 < m34(Z/γ∗) < 116 GeV, where m34(Z/γ∗) is the mass of the Z boson

reconstructed from the third and fourth leptons;

• All four leptons have transverse momentum satisfying p`T > 7 GeV;

• All four leptons have pseudo-rapidity satisfying |η`| < 2.7;

• The minimum distance between any two leptons in the event must satisfy

min(∆R(`, `)) > 0.2, where ∆R =
√

∆φ2 + ∆η2.

In calculating the invariant masses of the lepton pairs and the lepton pT and η,

photons within ∆R < 0.1 of the lepton are included in the lepton four-momentum.

2.1.3 Theoretical Cross Section Predictions

Table 2.1 shows cross sections for the ZZ → e−e+µ−µ+ process at 7 TeV and at 8

TeV, calculated using version 6.3 of the MCFM [19] program. The cross section

in the zero-width approximation is shown, as well as the cross sections allowing

for the natural width of the Z boson and applying mass cuts. The cross sections

after applying the requirements defining the fiducial volume are also shown. In all

cases, the CT10 [35] PDF set is used, and the factorisation and renormalisation

scales are set to µR = µF = 1
2
m(ZZ). The error due to the PDF uncertainty is

evaluated by using the 52 CT10 error sets and by taking the difference in cross

section obtained when using the MSTW08NLO [36] PDF set. The error due to

the choice of factorisation and renormalisation scales is evaluated by varying them

simultaneously up and down by a factor of two. The contribution from the γ∗

diagram is included in the calculation.

Total cross sections are shown in Table 2.2. These are also calculated using

the MCFM program as described above, by calculating the cross section for

ZZ → e−e+µ−µ+ then correcting for the branching fraction B(ZZ → e−e+µ−µ+).

The percentage contributions from gluon-gluon fusion processes are shown

in Table 2.3.
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√
s = 7 TeV σ(eeµµ) (fb) Value shift (%)

PDF Scale

Zero-width 13.99 ± 0.01 +2.9
−2.2

+3.8
−2.7

66 < m12 < 116 GeV, 66 < m34 < 116 GeV 13.33 ± 0.01 +2.9
−2.2

+3.7
−2.7

66 < m12 < 116 GeV, 66 < m34 < 116 GeV,

pT(`) > 7 GeV, |η(`)| < 3.16, ∆R > 0.2 10.59 ± 0.01 +3.5
−2.3

+3.9
−2.7

66 < m12 < 116 GeV, m34 > 20 GeV 16.74 ± 0.02 +2.7
−2.2

+3.3
−2.5

66 < m12 < 116 GeV, m34 > 20 GeV,

pT(`) > 7 GeV, |η(`)| < 3.16, ∆R > 0.2 12.57 ± 0.02 +3.2
−2.3

+4.4
−2.2

√
s = 8 TeV σ(eeµµ) (fb) Value shift (%)

PDF Scale

Zero-width 17.21 ± 0.01 +2.7
−2.0

+3.7
−2.7

66 < m12 < 116 GeV, 66 < m34 < 116 GeV 16.39 ± 0.01 +2.7
−2.0

+3.5
−2.5

66 < m12 < 116 GeV, 66 < m34 < 116 GeV,

pT(`) > 7 GeV, |η(`)| < 2.7, ∆R > 0.2 10.54 ± 0.01 +3.4
−2.2

+3.8
−2.9

Table 2.1: Cross Sections calculated at NLO in QCD with MCFM version 6.3
for pp → ZZ→ e−e+µ−µ+. The cross section for the llll final state is equal to
these cross sections multiplied by two. The columns labeled “PDF” give the er-
ror derived from the 52 CT10 error sets and the difference between CT10 and
MSTW2008, while the ones labeled ‘Scale’ give the error from changing the fac-
torisation and renormalisation scales up and down by a factor of two from the
default value of 1

2
m(ZZ). The absolute errors on the cross section are due to

Monte Carlo statistics.

Selection 7 TeV 8 TeV

Zero-Width 6.18 +0.27
−0.21 pb 7.61 +0.31

−0.24 pb

66 < m12 < 116 GeV 5.89 +0.24
−0.21 pb 7.24 +0.29

−0.24 pb

66 < m34 < 116 GeV

Table 2.2: Total pp → ZZ cross sections at 7 TeV and at 8 TeV, obtained us-
ing MCFM. The uncertainty quoted is the total theoretical uncertainty arising
from PDF uncertainties and uncertainties on the factorisation and renormalisa-
tion scales, obtained as described in the text.
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Selection
√
s = 7 TeV

Zero-Width 5.5%

66 < m12 < 116 GeV, 66 < m34 < 116 GeV 5.4%

66 < m12 < 116 GeV, 66 < m34 < 116 GeV,

pT(`) > 7 GeV, |η(`)| < 3.16, ∆R < 0.2 5.8%

66 < m12 < 116 GeV, m34 > 20 GeV 4.6%

66 < m12 < 116 GeV, m34 > 20 GeV,

pT(`) > 7 GeV, |η(`)| < 3.16, ∆R < 0.2 5.1%

Selection
√
s = 8 TeV

Zero-Width 5.9%

66 < m12 < 116 GeV, 66 < m34 < 116 GeV 5.9%

66 < m12 < 116 GeV, 66 < m34 < 116 GeV,

pT(`) > 7 GeV, |η(`)| < 2.7, ∆R < 0.2 6.8%

Table 2.3: Percentage contribution of the gg → ZZ process relative to the total
cross section, obtained using MCFM.

2.2 Kinematic Distributions

2.2.1 Comparison of ZZ → `−`+`−`+ at 7 TeV and 8 TeV

Figures 2.3 and 2.4 show comparisons of kinematic distributions in ZZ → `−`+`−`+

decays at 7 TeV and 8 TeV, simulated using the PowhegBox[21] generator to

model the quark-antiquark annihilation process and the gg2zz [22] generator to

model the gluon-gluon fusion process, where the samples from the two genera-

tors are combined according to the percentages given in Table 2.3. In Figure 2.3

the kinematic distributions are plotted after requiring that both Z bosons have

66 < m`−`+ < 116 GeV, whilst in Figure 2.4 the requirement on the most off-shell

Z is relaxed to mZ > 20 GeV. In both cases the distributions of m(ZZ), pT(ZZ),

leading 1 Z pT and the pT of the highest and lowest pT leptons are observed to

tend towards slightly higher energies at 8 TeV than at 7 TeV. The pseudo-rapidity

distributions of the highest and lowest pT leptons are observed to be wider at 8

TeV, with a greater fraction of the leptons at high pseudo-rapidity.

1Throughout this thesis the ‘leading’ particle is defined as the one with highest pT.
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Figure 2.3: Comparison of generator level distributions, normalised to unit area, for
ZZ → `−`+`−`+ at

√
s = 7 TeV and

√
s = 8 TeV. Both Z bosons are required to have

66 < mZ < 116 GeV. Figures (a) and (b) show the mass and pT of the ZZ system,
respectively. Figures (c) and (d) show the pT of the leading and subleading Z, respec-
tively. Figure (e) shows the pT of the highest pT lepton in the event, and figure (f)
shows its η. Similarly figures (g) and (h) show the pT and η of the lowest pT lepton in
the event.
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Figure 2.4: Comparison of generator level distributions, normalised to unit area, for
ZZ∗ → `−`+`−`+ at

√
s = 7 TeV and

√
s = 8 TeV. One Z is required to have 66 <

mZ < 116 GeV and the other mZ > 20 GeV. Figures (a) and (b) show the mass and
pT of the ZZ system, respectively. Figures (c) and (d) show the pT of the leading and
subleading Z, respectively. Figure (e) shows the pT of the highest pT lepton in the
event, and figure (f) shows its η. Similarly figures (g) and (h) show the pT and η of the
lowest pT lepton in the event.
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2.2.2 Comparison of gg → ZZ and qq → ZZ

Figure 2.5 shows a comparison of kinematic distributions in gg → ZZ (simulated

using gg2zz) and qq → ZZ events (simulated using PowhegBox), requiring

that both Z bosons have 66 < m`−`+ < 116 GeV. The m(ZZ) distribution is

similar in both processes, however the pT(ZZ) distribution is much harder in the

case of gg → ZZ. This can be attributed to increased initial state radiation in the

gluon-gluon fusion process. As a consequence of this, the leading Z pT distribution

is slightly harder in the gg → ZZ process, whilst the subleading Z pT is slightly

softer. The leptons produced in gg → ZZ decays are much more central in η, and

have slightly higher pT on average than in qq → ZZ decays.

2.2.3 Z Mass Distributions

Figure 2.6 shows the Z boson invariant mass distributions in ZZ → `−`+`−`+

events at 7 TeV after applying the lepton kinematic requirements described in Sec-

tion 2.1.2. Figure (a) shows the invariant mass of the Z boson closest to the

Z pole, without applying any mass selections. Figure (b) shows the invari-

ant mass of the remaining Z boson, after requiring that the first Z boson has

66 < m`−`+ < 116 GeV. The rise in events around 60 GeV in figure (a) is due

to singly-resonant Z → `−`+`−`+ decays; these events are all rejected by the

66 < mZ < 116 GeV requirement.

2.2.4 Generator Comparisons for ZZ → `−`+`−`+

Figures 2.7 and 2.8 show comparisons of kinematic distributions in qq → ZZ→
e−e+µ−µ+ events generated using different Monte Carlo generators. The gener-

ators compared are Sherpa, MC@NLO, PowhegBox, Herwig, Herwig++

and Pythia; descriptions of these generators are given in Section 1.3.1. In all

figures both Z bosons are required to have have 66 < m`−`+ < 116 GeV.

There is generally good agreement between different generators in the four-

lepton invariant mass (m(ZZ)) distribution, although Sherpa produces a larger

low tail, and MC@NLO gives a much softer distribution. Similarly, MC@NLO

gives a softer distribution for the four-lepton transverse momentum compared to

the other generators, whilst Pythia gives a harder distribution. This distribution

is particularly sensitive to ISR: in all of the generators other than Pythia and

Herwig one or more hard emissions are modelled exactly in the matrix element.

It is somewhat surprising that Herwig gives such good agreement with the NLO
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Figure 2.5: Comparison of generator level distributions, normalised to unit area, for
ZZ → `−`+`−`+ proceeding via qq and gg interactions. Both Z bosons are required
to have 66 < mZ < 116 GeV. Figures (a) and (b) show the mass and pT of the ZZ
system, respectively. Figures (c) and (d) show the pT of the leading and subleading Z,
respectively. Figure (e) shows the pT of the highest pT lepton in the event, and figure
(f) shows its η. Similarly figures (g) and (h) show the pT and η of the lowest pT lepton
in the event.
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Figure 2.6: Z boson invariant mass distributions in ZZ → `−`+`−`+ events at 7 TeV
after applying the lepton kinematic requirements. Figure (a) shows the invariant mass
of the Z boson closest to the Z pole, without applying any mass selections. Figure
(b) shows the invariant mass of the remaining Z boson, after requiring that the first Z
boson has 66 < m`−`+ < 116 GeV.

generators in this distribution. Herwig gives much harder transverse momentum

distributions for both Z bosons, and consequently harder distributions for the

hardest and the softest lepton. Conversely, MC@NLO gives softer transverse

momentum distributions for the Z bosons, and consequently softer transverse

momentum distributions for the hardest and the softest lepton.

Figure 2.8 shows the invariant mass distribution of the di-electron and di-

muon pairs. Good agreement is seen between the different generators, with the

exception of MC@NLO, which uses a zero-width approximation for the Z bosons,

and Sherpa, which is seen to have a slightly wider Z lineshape.

The difference in the Z line-shape observed between Sherpa and the other

generators is attributed to the fact that Sherpa applies QED FSR in a different

way. For all of the other generators compared in Figure 2.8, Photos [37] is

used to model QED radiation, whereas Sherpa has its own internal treatment,

described below.

There are two ways of applying QED radiation to a ZZ → `−`+`−`+ final

state. The radiation can either be applied from the full four-lepton multipole,

distributing the recoil within the multipole, or assuming two separate dipoles,

Z[``] and Z[`′`′], each of which undergoes QED radiation independently from the

other. The latter treatment leaves the mass of each dilepton pair and of the four-

lepton system invariant, whereas the former treatment leaves only the mass of

the four-lepton system invariant. Photos uses the (``)(`′`′) approach, whilst the

Sherpa samples used in Figure 2.8 use the (````) approach.

Figure 2.9 shows the difference between the Z lineshape in Sherpa samples



2.2. KINEMATIC DISTRIBUTIONS 49

ZZm

100 150 200 250 300 350 400 450 500

R
a

ti
o

 w
rt

. 
S

h
e

rp
a

0.6

0.8

1

1.2

1.4
100 150 200 250 300 350 400 450 500

a
rb

. 
/ 
2
0
 G

e
V

0

0.05

0.1

0.15

0.2

0.25 Sherpa

MC@NLO

PowhegBox

Herwig

Herwig++

Pythia

(a)

 [GeV]ZZ

T
p

0 20 40 60 80 100 120 140 160 180 200

R
a

ti
o

 w
rt

. 
S

h
e

rp
a

0.6

0.8

1

1.2

1.4
0 20 40 60 80 100 120 140 160 180 200

a
rb

. 
/ 
1
0
 G

e
V

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4 Sherpa

MC@NLO

PowhegBox

Herwig

Herwig++

Pythia

(b)

 [GeV]Z1

T
p

0 50 100 150 200 250

R
a

ti
o

 w
rt

. 
S

h
e

rp
a

0.6

0.8

1

1.2

1.4
0 50 100 150 200 250

a
rb

. 
/ 
2
0
 G

e
V

0

0.05

0.1

0.15

0.2

0.25

0.3
Sherpa

MC@NLO

PowhegBox

Herwig

Herwig++

Pythia

(c)

 [GeV]Z2

T
p

0 50 100 150 200 250

R
a

ti
o

 w
rt

. 
S

h
e

rp
a

0.6

0.8

1

1.2

1.4
0 50 100 150 200 250

a
rb

. 
/ 
2
0
 G

e
V

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35
Sherpa

MC@NLO

PowhegBox

Herwig

Herwig++

Pythia

(d)

 [GeV]
lep1

T
p

0 50 100 150 200 250 300

R
a

ti
o

 w
rt

. 
S

h
e

rp
a

0

0.5

1

1.5

20 50 100 150 200 250 300

a
rb

. 
/ 
1
0
 G

e
V

0

0.05

0.1

0.15

0.2

0.25

Sherpa

MC@NLO

PowhegBox

Herwig

Herwig++

Pythia

(e)

lep1
η

5 4 3 2 1 0 1 2 3 4 5

R
a

ti
o

 w
rt

. 
S

h
e

rp
a

0.6

0.8

1

1.2

1.4
5 4 3 2 1 0 1 2 3 4 5

a
rb

. 
/ 
5

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14 Sherpa

MC@NLO

PowhegBox

Herwig

Herwig++

Pythia

(f)

 [GeV]
lep4

T
p

0 20 40 60 80 100

R
a

ti
o

 w
rt

. 
S

h
e

rp
a

0

0.5

1

1.5

20 20 40 60 80 100

a
rb

. 
/ 
5
 G

e
V

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22
Sherpa

MC@NLO

PowhegBox

Herwig

Herwig++

Pythia

(g)

lep4
η

5 4 3 2 1 0 1 2 3 4 5

R
a

ti
o

 w
rt

. 
S

h
e

rp
a

0.6

0.8

1

1.2

1.4
5 4 3 2 1 0 1 2 3 4 5

a
rb

. 
/ 
5

0

0.02

0.04

0.06

0.08

0.1

0.12
Sherpa

MC@NLO

PowhegBox

Herwig

Herwig++

Pythia

(h)

Figure 2.7: Comparison of generator level distributions, normalised to unit area, for
qq → ZZ→ e−e+µ−µ+ as produced by different generators. Both Z bosons are required
to have 66 < m`−`+ < 116 GeV. Figures (a) and (b) show the mass and pT of the ZZ
system, respectively. Figures (c) and (d) show the pT of the leading and subleading Z,
respectively. Figure (e) shows the pT of the highest pT lepton in the event, and figure
(f) shows its η. Similarly figures (g) and (h) show the pT and η of the lowest pT lepton
in the event.
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Figure 2.8: Comparison of generator level mZ distributions, normalised to unit area, for
qq → ZZ→ e−e+µ−µ+ as produced by different generators. Both Z bosons are required
to have 66 < m`−`+ < 116 GeV. Figure (a) shows the invariant mass distribution for the
di-electron pair whilst Figure (b) shows the invariant mass distribution for the di-muon
pair.
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Figure 2.9: Generator level mZ distributions, comparing the distributions obtained
from Sherpa by applying the QED radiation from the full llll multipole (labelled (llll)),
and assuming two separate dipoles, Z[``] and Z[`′`′] and radiating from them (labelled
(ll)(ll)). The distribution from PowhegBox, which uses the second approach, is also
shown for comparison. All distributions are normalised to unit area, and both Z bosons
are required to have 66 < m`−`+ < 116 GeV. Figure (a) shows the invariant mass distri-
bution for the di-electron pair whilst Figure (b) shows the invariant mass distribution
for the di-muon pair.
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generated using the two approaches; the Z lineshape in Sherpa samples gener-

ated using the (``)(`′`′) approach agree with the predictions from the generators

using Photos. It is not clear which is the correct approach theoretically [38], so

additional systematics are assigned to account for differences resulting from the

two approaches.

In conclusion, rather good agreement is seen between the different genera-

tors, especially in the distributions to which the experimental selections are most

sensitive (lepton pT and η, and di-lepton invariant mass), with the exception of

the different di-lepton mass distribution in Sherpa, for which the difference is

understood.

2.3 Nominal Signal Sample

PowhegBox is used as the nominal Monte Carlo generator to model the qq →
ZZ → `−`+`−`+ process. PowhegBox generates events to NLO in QCD, and

will give NLO accuracy in inclusive distributions not making requirements on the

pT of additional parton emissions; most of the ZZ distributions of interest fall into

this category, with the exception of distributions such as the pT of the ZZ system.

Additionally, the dependence on the choice of factorisation and renormalisation

scales is expected to be smaller for a NLO calculation. MC@NLO is also a NLO

generator, but is not chosen since it does not simulate the width of the Z bosons;

Herwig++ would be another choice of NLO generator, but is seen to give similar

kinematic distributions to PowhegBox.

In addition, the gg2zz generator is used to model the gg → ZZ → `−`+`−`+

process. When estimating efficiencies and expected distributions, the samples

generated using PowhegBox and gg2zz are combined, normalised according to

the cross section of the two processes; this is referred to as PowhegBox+gg2zz.

Both samples are generated using PDF set CT10 [35]. In PowhegBox the

factorisation and renormalisation scales are set to the mass of the four-lepton

system m(ZZ); in gg2zz they are set to mZ . Both samples are normalised to

the cross section predicted by MCFM using the CT10 PDF set and scale set

to 1
2
m(ZZ), as given in the tables above. For the 8 TeV analysis, an event-by-

event reweighting is applied to the PowhegBox sample to reweight to a scale

of 1
2
m(ZZ). This is done by assigning an weight to each event, which is the

fractional difference in fiducial cross section predicted by MCFM at the two-scales,

binned in terms of the leading Z boson. The changes in results after applying this
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reweighting compared to just normalising to a cross section calculated using a

scale of 1
2
m(ZZ) are negligible.

Sherpa is used as an alternative Monte Carlo generator to cross-check effi-

ciency estimates from PowhegBox. Sherpa is chosen because although it is

only a LO generator, it simulates real additional parton emissions in the matrix-

element, and so should give improved modelling of kinematic distributions; it also

uses a different model for QED radiation from that used in the PowhegBox

samples, as described above. Sherpa is also used to estimate the event yield in

the presence of anomalous triple gauge couplings.

2.4 Anomalous Triple Gauge Couplings

The ZZZ and ZZγ (collectively ZZV ) vertices are forbidden at tree level in the

Standard Model, and arise and only at the level of O(10−4) in one-loop correc-

tions [34]. Such couplings may however arise as the result of contributions from

New Physics (NP). Anomalous neutral triple gauge couplings (henceforth referred

to as nTGCs) are introduced by means of an effective Lagrangian framework. The

basic assumption is that there is some NP beyond the Standard Model at a mass

scale Λ, far beyond the reach of current experiments. The resulting new parti-

cles are thus not directly observable, and the only observable effect of the NP is

anomalous interactions of SM particles. Since in ZZV couplings there are always

at least two identical particles, Bose statistics forbid ZZV vertices with all parti-

cles on-shell; at least one of the bosons must thus be off-shell. The most general

form of the anomalous couplings, assuming Lorentz and U(1)EM gauge invariance,

gives two independent couplings for each of the ZZV vertices, or four parameters

in total. Two of these, denoted fZ4 and fγ4 , give rise to CP violating interactions,

whilst the remaining two, fZ5 and fγ5 , give CP conserving interactions. A priori

there is no relation between these couplings.

The most general form of the Lagrangian for the effective theory is [39]:

L =
e

m2
Z

[
fV4 (∂µV

µβ)Zα(∂αZβ) + fV5 (∂µVµα)(Z̃αβZβ)
]

(2.6)

where V = Z,A for the Z or photon tensor, Z̃µν = 1
2
εµνρσZ

ρσ and Vµν = ∂µVν −
∂νVµ.

Since the departure from the SM prediction grows rapidly with the partonic
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centre of mass energy
√
ŝ, and may eventually violate unitarity, it is conventional

to apply a form-factor to the basic couplings given above, in order to maintain

unitarity at high
√
ŝ. The form-factor is applied as:

fVi (ŝ) =
fVi,0

(1 + ŝ/Λ)n
(2.7)

where i = 4, 5, V = Z, γ and Λ is taken to be the scale at which the new physics

becomes directly observable. n gives the power of the form-factor, and is generally

taken to be n = 3 [40]. For limits derived at a fixed ŝ it is trivial to convert between

coupling parameters derived with different choices of Λ and n and at different

values of ŝ. Unfortunately at hadron colliders limits arise from integration of a

range of ŝ, so it is not possible to compare limits derived at different Λ, n or

for different ranges of ŝ. Limits are therefore often also derived without a form-

factor (or equivalently, taking Λ =∞) to allow comparison between the results of

different experiments.

2.4.1 Origin of nTGCs

The simplest model for generating anomalous nTGCs is from heavy fermion loops

arising from a new generation of fermions; this is shown in Figure 2.10. New heavy

fermions arise in many models beyond the SM, such as SUSY, GUTs and Techni-

color. Such loops can only generate the CP-conserving couplings fV5 ; higher-order

processes are needed to generate CP-violating couplings fV4 . A heavy fermion

with Standard Model couplings to the Z and γ, would give couplings [41]:

fV5 ∝
α

4π

m2
Z

M2
F

(2.8)

where MF is the heavy fermion mass. If the new family of heavy fermions were

exactly degenerate in mass, the couplings would vanish as the combination of

heavy fermion contributions would exactly cancel. If there was a mass splitting

between doublets in the new family of order mZ the couplings could be restored,

but would be proportional to m4
Z/M

4
F and thus heavily suppressed. In a more

experimentally favourable scenario, if one particle of the family had a mass far

lower than the rest of the family, the coupling would be restored with a strength

similar to that given in Equation 2.8. This is still suppressed by the loop α/4π
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Figure 2.10: Production of a ZZV vertex through a heavy fermion loop.

factor, and yields anomalous couplings of order 10−3 for MF in the 100 GeV

range. Contributions from loops of SM particles generate couplings at the level

of O(10−4) 2.

One concrete example of a new physics model giving rise to anomalous nTGCs

is supersymmetry [41]. In the MSSM, the additional fermion loop diagrams would

arise from charginos and neutralinos. The charginos couple to the gauge bosons

through their gaugino and higgsino components, and so contribute to the fZ5 and

fγ5 couplings. The neutralinos contribute only through the higgsino coupling, so

contribute only to the fZ5 coupling.

2.4.2 Signatures at Hadron Colliders

Non-zero nTGCs would manifest themselves as an increased ZZ production cross

section, particularly at high
√
ŝ. This means that the enhancement of the cross

section is most apparent at high ZZ invariant mass and high Z transverse mo-

mentum [40], and at large scattering angles. Figure 2.11 shows the m(ZZ) and

pT of the leading Z boson in Standard Model ZZ → `−`+`−`+ decays, as well

as in ZZ → `−`+`−`+ decays in four samples generated with anomalous nTGCs

included in the simulation. The nTGC samples are generated with couplings

close to the limits derived from previous experiments (see Section 2.5), and with

Λ = 3 TeV and n = 3. As expected, the presence of nTGCs manifests itself as

enhanced event counts at high m(ZZ) and leading Z pT.

2This is smaller than the maximal 10−3 stated for a new heavy fermion as in that case it was
assumed one multiplet in the family was far lighter than the rest, which is not the case in the
SM.
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Figure 2.11: (a) m(ZZ) and (b) pT of the leading Z boson in Standard Model
ZZ → `−`+`−`+ decays, as well as ZZ → `−`+`−`+ decays in four samples generated
with anomalous nTGCs included in the simulation. The nTGC samples are generated
with Λ = 3 TeV and n = 3.

2.5 Previous Experimental Results

Diboson ZZ production was first observed in e+e− collisions at LEP in 1997 when

the centre of mass energy of the collider first reached 183 GeV, the threshold

for producing two on-shell Z bosons. The L3 experiment published the first

observation and cross section measurement of on-shell ZZ production [42], based

on 55.3 pb−1 of data collected at an average centre-of-mass energy of 182.7 GeV.

All visible decay-channels were used in the measurement. Whilst no events were

observed in the `−`+`−`+ final state, a total of 63 were observed in the other

visible final states. The majority (47) of these were in the all-hadronic channel,

which suffered from high backgrounds from e+e− → qqγ and e+e− → WW . In

this channel a neural network method was used to distinguish the signal events

from the background. A log-likelihood fit of the neural network output and the

observed mass spectra in the other channels was used to combine the channels,

and gave a cross section of σZZ = 0.30 +0.22
−0.16

+0.07
−0.03 pb, in very good agreement with

the Standard Model prediction.

Measurements of the ZZ production cross section in e+e− collisions were later

made by all four LEP experiments at centre of mass energies between 183 GeV

and 209 GeV [43–46]. These have been combined at each centre of mass energy

using a χ2 minimisation technique, taking into account correlations between the

systematic uncertainties [47]. The resulting combined cross sections as a func-

tion of centre of mass energy, shown in Figure 2.12, are in good agreement with

theoretical predictions.

Each of the LEP experiments also set limits on the ZZZ and ZZγ anoma-

lous triple gauge couplings fVi . The limits were set using the measured total ZZ
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Figure 5.8: Measurements of the Z-pair production cross-section, compared to the predictions of
YFSZZ [103] and ZZTO [104]. The shaded area represent the ±2% uncertainty on the predictions.

67

Figure 2.12: Measurements of the ZZ production cross section in e+e− collisions
as a function of centre of mass energy

√
s. The measurements are a combination

of measurements from the four LEP experiments. Figure from [47].
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Figure 2.13: Negative log-likelihood curves for nTGC couplings from the four LEP
experiments (coloured bands) and their combination (black band). No form-factor
is applied. Figure from [47].

cross section, as well as kinematic distributions sensitive to aTGCs. ALEPH [46],

DELPHI [48] and OPAL [49] used the cos(θZ) distribution, where θZ is the pro-

duction angle of the Z boson with respect to the beam axis. L3 [45] used fits to

different kinematic variables in each decay channel. Each experiment first com-

bined its limits across the different decay channels and centre of mass energies,

and provided the negative log-likelihood as a function of the parameter to be com-

bined. Limits were set varying each parameter independently, holding the other

parameters at their standard model value of zero. Two parameter fits were also

carried out. No deviations from the Standard Model were observed. The negative

log-likelihood distributions from each of the experiments, as well as the combined

negative log-likelihood, are shown in Figure 2.13, and the single parameter limits

are given in Table 2.4.

Measurements of the ZZ production cross section in pp̄ collisions at a centre

of mass energy of
√
s = 1.96 TeV have been made at the Tevatron by both the

D0 and the CDF experiments. D0 measured the ZZ cross section in 6.4 fb−1

of integrated luminosity using the ZZ → `−`+`−`+ channel [50] and in 8.6 fb−1
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using the ZZ → `−`+νν̄ channel [51]. In the ZZ → `−`+`−`+ channel 10 events

were observed with the requirement that both dilepton pairs have mass above 30

GeV, with an expected background of 0.37 ± 0.13 events. Combining the two

channels, the measured cross section for ZZ production with the requirement of

60 < mZ < 120 GeV was σ(pp̄→ ZZ) = 1.44 +0.31
−0.28 (stat) +0.17

−0.19 (syst) pb, in agree-

ment with the Standard Model prediction of σ(pp̄→ ZZ) = 1.3± 0.1 pb. The

observed kinematic distributions were also in good agreement with the Standard

Model predictions.

CDF [52] measured the ZZ cross section using both the ZZ → `−`+νν̄ and

ZZ → `−`+`−`+ channels in 6 fb−1 of integrated luminosity. In the ZZ → `−`+`−`+

channel, events were required to have two opposite-sign same-flavour lepton pairs,

with one pair required to have invariant mass within ± 25 GeV of the Z mass,

and the other in the range 40 < m`−`+ < 140 GeV. 14 such events were observed,

with an expected background of 0.26+0.53
−0.15 events. The measured cross section,

combining the two channels and correcting to the zero-width approximation, was

σ(pp̄→ ZZ) = 1.64 +0.44
−0.38 (stat + syst) pb, again in agreement with the Standard

Model prediction of σ(pp̄→ ZZ) = 1.4± 0.1 pb.

D0 set limits on nTGCs using ZZ → `−`+`−`+ decays in 1 fb−1 of data [53],

requiring that both dilepton pairs had an invariant mass > 50 (70) GeV for di-

muon (di-electron) pairs. No events were observed passing this selection. Limits

were set by comparing observed number of events with the yields predicted in

samples simulated with different values of the anomalous couplings. The resulting

95% confidence limits obtained by varying one parameter at a time and holding

the rest at zero are shown in Table 2.4. Two-dimensional limits were also set.

The CMS experiment have measured the ZZ production cross section in pp

collisions at 7 TeV [54] using ZZ → `−`+`−`+ decays. In a dataset of 5 fb−1,

events with two opposite-sign same-flavour dilepton pairs were selected, with the

requirement that the first di-lepton pair must be composed of electrons or muons

and have a mass 60 < m`−`+ < 120 GeV, and the second pair be composed of either

electrons, muons or taus. In the case of the second pair being e+e− or µ+µ− the

same mass cut is applied as for the first pair. In the case of τ+τ−, the visible mass

is required to satisfy 30 < mvis
ττ < 80 GeV. In the 4e,4µ and 2e2µ channels they ob-

served 54 events, with a Standard Model prediction of 54.5 ±0.3 (stat) ±4.8 (syst)

(including a small background component). In the 2`2τ channels, 11 events were

observed, with a Standard Model prediction of 11.7 ± 0.8 (stat) ± 1.0 (syst) (in-

cluding 4.4 events from background processes). Combining all final states, the

measured cross section, requiring both Z bosons to be in the range 60 < mZ < 120
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GeV, was found to be σ(pp→ ZZ) = 6.24 +0.86
−0.80 (stat) +0.41

−0.32 (syst) ± 0.14 (lumi) pb,

in excellent agreement with the Standard Model prediction of 6.3 ± 0.4 pb. Limits

were set on nTGCs using the observed four-lepton mass distribution for the 4e,4µ

and 2e2µ channels combined. CMS recently also published a measurement of the

ZZ production cross section at
√
s = 8 TeV in a dataset of 5.3 fb−1 [55], using a

similar analysis to the
√
s = 7 TeV measurement. They measured the cross sec-

tion to be σ(pp→ ZZ) = 8.4 ± 1.0 (stat) ± 0.7 (syst) ± 0.4 (lumi) pb, consistent

with the Standard Model prediction of 7.7 ± 0.4 pb.

The observed 95% confidence limits on nTGCs from LEP, D0 and CMS are

given in Table 2.4.

Experiment Λ, n fZ4 fZ5 fγ4 fγ5
LEP ∞,− [-0.30, 0.30] [-0.34, 0.38] [-0.17, 0.19] [-0.32, 0.36]
D0 1.2 GeV, 3 [-0.28, 0.28] [-0.31, 0.29] [-0.26, 0.26] [-0.30, 0.28]
CMS ∞,− [-0.011, 0.012] [-0.012, 0.012] [-0.013, 0.015] [-0.014, 0.014]

Table 2.4: 95 % confidence level limits on anomalous triple gauge coupling pa-
rameters obtained from LEP [47], D0 [53] and CMS [54]. In each case the cutoff
scale Λ and form factor n is indicated.
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Chapter 3

The ATLAS Detector at the LHC

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is a particle accelerator located at CERN, the

European Organisation for Nuclear Research, on the French-Swiss border near

Geneva. The LHC is the world’s most powerful particle accelerator, colliding

beams of protons together at centre of mass energies of up to 8 TeV, with the

aim of better understanding the workings of our Universe. It is installed in a tun-

nel of circumference 26.7 km, which previously held the Large Electron-Positron

Collider (LEP), and is between 45 and 170 m below the ground. The beams are

brought to collision at four points around the ring, at each of which a different ex-

periment is located. The machine is also capable of colliding heavy ions, providing

a complementary heavy-ion physics program.

The design of the LHC is described in detail in [56] and [57]. A brief summary

is given in 3.1.1, and details of LHC operations in 2011 and 2012 are given in 3.1.2.

3.1.1 Machine Design

In normal operating mode, the LHC contains two counter-circulating beams of

protons. Since the beams are of similarly charged particles orbiting in opposite

directions, they require opposite bending fields, thus need to be in separate beam-

pipes. Due to space and cost constraints, the two beam-pipes are contained within

a single structure incorporating a twin bore superconducting magnet. Supercon-

ducting dipole magnets are used to bend the beams and keep them in orbit and

superconducting quadrupole magnets are used to keep the beams focussed. The

magnets must be cooled to 2K to retain their superconducting properties; this is

achieved with a helium-based cooling system.

Protons are injected into the LHC from the SPS (Super Proton Synchrotron)
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in bunches, at an energy of 450 GeV. They are then accelerated to the desired col-

lision energy by means of superconducting Radio Frequency (RF) cavities. Once

the particles are accelerated to full energy, the RF cavities are used to keep the

particles in their bunches. The bunches are brought to collision at four points

around the ring, at each of which a different experiment is located. The ATLAS

experiment at Point 1 and the CMS experiment at Point 5 are general purpose de-

tectors, and the LHCb experiment at Point 8 and ALICE at Point 2 are specialised

detectors studying heavy-flavour physics and heavy-ion collisions respectively.

The rate at which collisions occur depends on the instantaneous luminosity L
and the collision cross section σ, related by:

dN

dt
= L · σ (3.1)

The total cross section for proton-proton collisions at the LHC has been mea-

sured to be 98.3 ± 0.2 (stat) ± 2.8 (syst) mb1 at a centre of mass energy of

7 TeV [58], thus at the LHC design luminosity of 1 × 1034 cm−2s−1 collisions

occur at a rate of approximately 100 MHz.

The rate at which a particular physics process occurs depends on the cross

section for the process in question. Since many of the physics processes under

study at the LHC are very rare and have small cross sections, it is important to

maximise the luminosity as much as possible. The instantaneous luminosity is

given by:

L =
N2

bnbfrevFγr

4πεnβ∗
(3.2)

where:

• Nb is the number of particles per bunch,

• nb is the number of bunches per beam,

• frev is the revolution frequency,

• F is a geometric function to account for the crossing angle between the

beams (since they are generally not collided head on),

• γr is the relativistic Lorentz factor (1− v2/c2)−
1
2 .

• εn is the beam emittance, a measure of how uniform the momentum of

particles in the beam is or how small the beam can be ‘squeezed’,

11b = 10−28m2
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• β∗ is a measure of how narrow the beam is at the interaction point, or how

‘squeezed’ it is,

The geometrical cross section of the beam at the interaction point is propor-

tional to εn · β∗. The instantaneous luminosity can be maximised by increasing

the number of particles per bunch, decreasing the bunch spacing (or equivalently

increasing the number of bunches per beam) or decreasing the size of the bunch

at the interaction point by decreasing εn and β∗.

A measure of how many collisions have occurred is the integrated luminosity:

L =

∫
L dt (3.3)

The number of events occurring for a given process with cross section σprocess

in a data sample corresponding to an integrated luminosity L is given by:

Nprocess = L · σprocess (3.4)

3.1.2 LHC Operation in 2011 and 2012

The LHC began operation in November 2009 with collisions at a centre of mass

energy of 900 GeV, with the centre of mass energy rising to a world record 2.36 TeV

by the end of the year. In 2010 the centre of mass energy was successfully increased

to 7 TeV. Over 2010 and 2011 the LHC continued to run at
√
s = 7 TeV, with the

instantaneous luminosity steadily increasing. In 2010 the LHC delivered 48.1 pb−1

of integrated luminosity to ATLAS and delivered 5.43 fb−1 in 2011. In 2012 the

centre of mass energy was increased to 8 TeV, and the instantaneous luminosity

further increased by increasing the number of particles per bunch slightly and

decreasing εn and β∗, leading to a total integrated luminosity delivered to ATLAS

in 2012 of 22.8 fb−1.

Figure 3.1 shows the instantaneous luminosity as measured by ATLAS as a

function of time between 2010 and 2012. Figure 3.2 shows the cumulative in-

tegrated luminosity delivered to ATLAS in 2011 and 2012. Details of the LHC

operational parameters in 2011 and 2012, together with the nominal design values,

are given in Table 3.1.
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Figure 3.1: Peak instantaneous luminosity delivered by the LHC per run as a
function of time from 2010 to 2012. Figure from [59].
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Figure 3.2: Cumulative integrated luminosity as a function of time in (a) 2011
and (b) 2012. The totals for the two years are separate. Figures from [59].

Parameter Nominal 2011 Operation 2012 Operation

Proton Energy 7 TeV 3.5 TeV 4 TeV

Nb 1.15 × 1011 1.5 × 1011 1.6 × 1011

nb 2808 1380 1380

Bunch spacing (ns) 25 50 50

β∗ (m) 0.55 1.0 0.6

εn (µm) 3.75 1.9 - 2.3 1.7 - 3.0

Peak L (cm−2s−1) 1.0 × 1034 3.6 × 1033 7.7 × 1033

Table 3.1: LHC operational parameters. A comparison is made of the nominal
design parameters [57], and those used in 2011 operation and in 2012 opera-
tion [60] [61].
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3.2 The ATLAS Detector

ATLAS (A Toroidal LHC ApparatuS) is one of two general purpose particle-

physics detectors at the LHC, built to study both proton-proton and ion-ion

interactions. The high centre of mass energy and high luminosity of LHC proton-

proton collisions allows the study of physics at the TeV scale for the first time, as

well as precision measurements of the Standard Model. ATLAS has been designed

to be capable of a wide range of measurements, including (but by no means limited

to): high precision tests of QCD, electroweak interactions, and flavour physics;

searching for and measuring the properties of the Higgs Boson; searches for su-

persymmetery; measurements of the properties of the top quark; searches for new

vector bosons and searches for extra-dimensions.

The extremely high luminosity presents challenges which the detector has been

designed to overcome. At design luminosity, 109 inelastic collisions occur per

second, which results in multiple interactions - up to 35 in 2012 running - occurring

simultaneously. The detector has been designed to cope with these high ‘pile-up’

conditions, as well as be capable of operating in the high radiation environment

arising from the high luminosity. Many of the physics processes of interest occur

at very small rates with respect to extremely high QCD background rates. The

detector must therefore be capable of distinguishing processes of interest from the

background.

To meet these challenges, ATLAS was designed with the following criteria in

mind:

• High granularity to cope with high particle fluxes and overlapping events.

• Full azimuthal coverage to allow for missing transverse energy measurement,

and large acceptance in pseudo-rapidity.

• Precision tracking to provide high charged particle momentum resolution

and reconstruction efficiency, and to allow observation of secondary vertices

to identify b-hadrons and τ -leptons.

• Precise electromagnetic calorimetry for electron and photon identification.

• Full-coverage hadronic calorimetry for accurate jet and missing transverse

energy measurements.

• High muon identification efficiency, momentum resolution and charge deter-

mination over a wide range of momentum.
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• Efficient triggering on low transverse-momentum objects.

The main performance goals are given in Table 3.2.

Detector Component Design Resolution η coverage

Measurement Level 1 Trigger

Tracking σpT/pT = 0.05% pT ⊕ 1% ± 2.5 None

EM Calorimetry σE/E = 10%/
√
E ⊕ 0.7% ± 3.2 ± 2.5

Hadronic Calorimetry

Barrel and End-Cap σE/E = 50%/
√
E ⊕ 3% ±3.2 ± 3.2

Forward σE/E = 100%/
√
E ⊕ 10% 3.1 < |η| < 4.9 3.1 < |η| < 4.9

Muon Spectrometer σpT/pT = 10% at pT = 1 TeV ± 2.7 ± 2.4

Table 3.2: Performance goals of the ATLAS detector. Units of pT and E are GeV.

A cut-away view of the ATLAS detector [62] is shown in Figure 3.3. The detec-

tor consists of an inner tracking detector, which is surrounded by electromagnetic

and hadronic calorimeters and finally a muon spectrometer. The inner detector

is immersed in a 2 T solenoidal field to allow for momentum measurement. The

muon spectrometer is also immersed in a magnetic field, provided by an air-core

toroid system which generates strong bending power over a large volume with a

minimum of material, thus minimising multiple-scattering effects. A three-level

trigger system is used to select events to read out. The various sub-systems are

described in more detail in the following sections.

3.2.1 ATLAS Co-ordinate System

ATLAS uses a right-handed coordinate system with an origin at the nominal

interaction point in the centre of the detector. The z-axis points along the beam-

pipe, the x-axis towards the centre of the LHC ring, and the y-axis upwards.

Particle directions and detector element positions are generally described by their

azimuthal angle φ and their pseudorapidity η. The azimuthal angle describes the

angle in the x-y plane, with φ = 0 along the x axis, increasing clockwise around

the beam-pipe. The pseudorapidity η is defined in terms of the polar angle θ

(the angle in the x − z plane) as η = − ln[tan(θ/2)], and is an approximation to

rapidity in the high energy limit. The radial co-ordinate R measures the radial

distance from the interaction point.
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Figure 3.3: Cut-away view of the ATLAS detector [63]. The various detector
sub-systems are labelled.

3.2.2 Inner Detector

The ATLAS inner detector (ID) is located closest to the beam pipe. It is a track-

ing detector designed to provide hermetic coverage and robust pattern recognition,

locate interaction vertices, including displaced secondary vertices from long-lived

particles, and provide a precise measurement of the transverse momenta of charged

particles with a nominal pT threshold of 0.5 GeV. It consists of a silicon pixel de-

tector (the Pixel Detector), a silicon strip detector (the Semiconductor Tracker or

SCT) and a transition radiation tracker (the TRT), located within a 2 T magnetic

field provided by a solenoidal superconducting magnet.

A cut-away diagram of the inner detector is shown in Figure 3.4. The sub-

detectors all consist of concentric cylindrical layers surrounding the beam pipe,

referred to as ‘barrels’, with disks referred to as ‘end caps’ covering each end of the

barrels. A plan view of a quarter of the inner detector is shown in Figure 3.5. The

Pixel and SCT detectors provide coverage for |η| < 2.5, with the TRT enhancing

pattern recognition and track momentum resolution for |η| < 2.0.
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Figure 3.4: Cut-away view of the inner detector, taken from [64].

Pixel Detector

The pixel detector is the detector component closest to the beam. It is formed

of layers of silicon semiconducting pixels, and is designed to have a very high

granularity for resolving primary and secondary interaction vertices. There are

three barrel layers closed by an endcap consisting of three disks at each end. The

barrels are numbered from 0 to 2. The closest layer to the beam pipe, termed the

b-layer (due to its important role in detecting secondary vertices for b physics),

is positioned at a radius of 50.5 mm. Due to the high radiation dose that it will

receive at this position, it will need to be replaced after three years of operation

at design luminosity.

The detector layers are formed of silicon sensor modules, each consisting of

46,080 active pixels with nominal dimensions of 50× 400 µm2. In total there are

approximately 80.4× 106 readout channels.

Particles with |η| < 2.0 will traverse three layers of the detector; in most case

producing three space-points. The intrinsic accuracy of the position measurement

is 10 µm in (R− φ) and 115 µm in z (R) in the barrel (endcaps).



3.2. THE ATLAS DETECTOR 70

Figure 3.5: Plan view of a quarter section of the inner detector showing the
positions and pseudo-rapidity coverage of the various subdetectors. Figure taken
from [64].

Semiconductor Tracker (SCT)

The SCT is a silicon strip detector, consisting of four barrel layers and two end-

caps consisting of nine disks each. The barrel layers consist of 2112 separate

modules and are numbered from 3 to 6. Each endcap consists of 988 modules,

arranged in such a way that a particle must pass through four layers of the detec-

tor.

SCT modules are made from two layers of single sided p-in-n silicon chips

biased at 150V (this voltage will increase as the detector become radiation dam-

aged). Charged particles passing through the depletion region at the centre of the

junction produce electron hole pairs, which are swept apart by the bias voltage.

The electrons are then collected on the top of the chip, producing a signal which

can be read out. A photo of an SCT barrel module is shown in Figure 3.6.

Each side of the module consists of 768 strips of length 6.4 cm, with a pitch

of 80 µm for barrel modules, and an average pitch of 80 µm for endcap modules.

The strips on one layer of the module run parallel to the beam axis on the barrel,

and along the R direction on the endcap. The other layer is placed at a stereo

angle of 40 mrad to form a two-sided module. In total there are approximately

6.3× 106 readout channels.

The readout is of a binary form, with a charge collection threshold of 1 fC

(chosen to maximise efficiency and minimise noise). To form a space-point, a

coincidence of hits on either side of the module is required. The stereo angle gives

the ability to determine where along the strip the hit occurred, giving resolution
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Figure 3.6: Photograph of an SCT barrel module. Figure from [62]

in z (R) in the barrels (endcaps). A small angle is used to prevent ambiguities in

the presence of multiple nearby hits (so called ‘ghost hits’). The spatial resolution

of the detector is 17 µm in (R− φ) and 580 µm in z (R) in the barrel (endcaps).

Transition Radiation Tracker (TRT)

The Transition Radiation Tracker is a straw drift tube tracker, with additional

particle identification capabilities from transition radiation. It consists of modules

formed from bundles of 4 mm diameter straws, filled with a gas mixture consisting

of 70% Xe, 27% CO2 and 3% O2. A tungsten wire runs down the centre of the

tube to collect charge. In the barrel the straws run parallel with the beam axis

and are electrically divided into two halves at |η| = 0 and read out at either end

(this subdivision leads to an inefficiency along a length of approximately 2 cm at

the centre of the TRT). In the endcaps the straws run radially. In total there are

351,000 readout channels.

All charged tracks with pT > 0.5 GeV and |η| < 2.0 will traverse at least 36

straws, except in the barrel to endcap transition region (0.8 < |η| < 1.0) where

only 22 straws will be traversed. The (R − φ) resolution is 130 µm. Despite the

low resolution compared to the silicon trackers, and the lack of a measurement

in the z direction, the hits in the TRT contribute significantly to the pattern
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recognition and momentum resolution due to the large number of measurements

and longer measured track length.

The barrel straws are embedded in a matrix of polypropylene fibres, and the

endcap disk layers are sandwiched between polypropylene foils. When charged

particles cross the boundary between the straw and the fibre they emit transition

radiation photons. These photons are then absorbed by the Xenon gas mixture,

and produce much larger signals than minimum-ionising charged particles. The

energy of the transition radiation photons depends heavily on particle type, and is

approximately 200 keV for a 20 GeV electron and 1 keV for a 20 GeV pion. This

difference can be exploited for particle identification, by counting the number of

hits over a higher energy threshold. Electrons with pT > 2 GeV typically produce

7 - 10 high threshold hits, whereas pions and other charged particles will produce

far fewer.

3.2.3 Calorimetry

The ATLAS calorimeter systems sit outside the inner detector and its magnetic

field. The purpose of the calorimeter is to measure the energy and position of

particles. A particle entering the calorimeter produces a ‘shower’ of secondary

particles; the energy of this shower is then measured. ATLAS uses sampling

calorimeters, in which different materials sandwiched together in layers are used

to initiate the shower development (absorption) and to measure the energy of its

constituents. This allows for a more compact design and hence better shower

containment. Position measurement is obtained by segmenting the calorimeter in

the z and φ directions.

Different absorbers are required depending on whether the particle interacts

via the electromagnetic or the strong force, and the properties of the showers

that develop are different. The ATLAS calorimeters are divided into two distinct

subsystems, the electromagnetic calorimeter and the hadronic calorimeter. An

electromagnetic shower consists of electrons, positrons and photons, and is nor-

mally fully contained in the calorimeter; thus it can be fully detected. Hadronic

showers involve many more particle types, including neutrons, muons, and neutri-

nos which escape detection, and tend to be longer and wider, often spilling out of

the calorimeter. The full energy of the shower is thus not fully detected, and so a

calibration of the energy response is required. It is important for the calorimeter

to provide good containment of electromagnetic and hadronic showers, not only for

the purposes of energy measurement, but also to allow a good missing transverse
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energy requirement, and to prevent punch-through into the muon system.

Figure 3.7: Cut-away view of the ATLAS calorimeter system. Image taken
from [62].

A cutaway view showing the location of the various calorimeter elements is

shown in Figure 3.7. The calorimeters cover the range |η| < 4.9. Over the η

range of the inner-detector, the electromagnetic calorimeter gives fine granularity

to allow precise measurement of electrons and photons. The hadronic calorimeter

is more coarsely segmented, but is sufficient to meet the requirements of jet and

missing transverse energy measurement.

Electromagnetic Calorimeters

The electromagnetic (EM) calorimeter (also referred to as the LAr) uses liquid

argon as the active detector material, and lead as an absorber. Charged particles

in the shower ionise the liquid argon, where the electrons drift to copper electrodes

in the presence of an electric field.

The LAr consists of two half barrels extending to |η| < 1.475 (with a 4 mm

gap at z = 0), and two coaxial wheels on each side (named the EMEC), the first

covering 1.375 < |η| < 2.5 and the second covering 2.5 < |η| < 3.2. Additional

material needed to instrument and cool the detector creates a ‘crack’ region at

1.375 < |η| < 1.52, where the energy resolution is significantly degraded.
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The barrel calorimeter has an accordion structure in order to avoid azimuthal

cracks and to provide full φ symmetry, as shown in Figure 3.8. The accordion

structure is made of the lead absorber, with the liquid argon filling the 2.11 mm

gaps between the absorbers. The barrel of the LAr calorimeter is divided into

three layers, with different cell granularity. The first layer is divided into cells

of ∆η × ∆φ = 0.0031 × 0.098. The fine granularity in η of this layer is used

to determine the pseudo-rapidity of the particle, and for measurements of the

shower shape, an important input to particle identification. The second layer has

cell size ∆η×∆φ = 0.025× 0.0245 and contains the largest energy fraction of the

shower, measuring approximately 16 radiation lengths. The third layer, with cell

size ∆η ×∆φ = 0.05 × 0.0245, collects the tail of the shower. The first wheel of

the LAr calorimeter is also segmented into three layers with the same granularity

as the barrel. The second wheel has a coarser granularity that varies as a function

of pseudorapidity. A liquid argon pre-sampler exists for |η| < 1.8 to correct for

energy lost by incident particles traversing material before the calorimeters, and

to aid with discriminating between π0 → γγ decays and prompt photons.

Hadronic Calorimeters

The hadronic calorimeter consists of a plastic scintillator tile calorimeter (referred

to as the tile calorimeter) covering |η| < 1.7 and a liquid argon endcap calorimeter

(referred to as the HEC) covering 1.5 < |η| < 3.2.

The tile calorimeter consists of a barrel covering |η| < 0.8 and two extended

barrels covering 0.8 < |η| < 1.7, and is located immediately behind the EM

calorimeter. The active material consists of 3 mm thick layers of the plastic

scintillator placed perpendicular to the beam direction, sandwiched between steel

absorbers. The scintillators are connected at each end to readout photomultiplier

tubes by wavelength-shifting fibres. The fibres are grouped together to form

readout cells, giving projective towers in η. There are three layers of cells, with a

granularity of ∆η×∆φ = 0.1×0.1 in the first two layers, and ∆η×∆φ = 0.2×0.1

in the third.

The HEC consists of two wheels per endcap, HEC1 and HEC2, located directly

behind the EMEC and sharing the same cryostat. Each wheel has two layers of

cells. The HEC covers 1.5 < |η| < 3.2 and so overlaps with the tile calorimeter

on one side and the FCAL on the other, thus avoiding cracks in the transition

regions. HEC1 (HEC2) is built from 25 mm (50 mm) copper plate absorbers

interleaved with 8.5 mm gaps containing liquid argon. The liquid argon gaps are
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Figure 5.4: Sketch of a barrel module where the different layers are clearly visible with the ganging
of electrodes in f . The granularity in h and f of the cells of each of the three layers and of the
trigger towers is also shown.

5.2.2 Barrel geometry

The barrel electromagnetic calorimeter [107] is made of two half-barrels, centred around the z-
axis. One half-barrel covers the region with z > 0 (0 < h < 1.475) and the other one the region
with z < 0 (�1.475 < h < 0). The length of each half-barrel is 3.2 m, their inner and outer
diameters are 2.8 m and 4 m respectively, and each half-barrel weighs 57 tonnes. As mentioned
above, the barrel calorimeter is complemented with a liquid-argon presampler detector, placed in
front of its inner surface, over the full h-range.

A half-barrel is made of 1024 accordion-shaped absorbers, interleaved with readout elec-
trodes. The electrodes are positioned in the middle of the gap by honeycomb spacers. The size
of the drift gap on each side of the electrode is 2.1 mm, which corresponds to a total drift time
of about 450 ns for an operating voltage of 2000 V. Once assembled, a half-barrel presents no

– 114 –

Figure 3.8: Diagram of the ATLAS liquid argon calorimeter, showing the accor-
dion structure and the different granularity in the different layers. Diagram taken
from [62].

split into four drift spaces of roughly 1.8 mm by three electrodes. This is to avoid

ion build-up due to the higher particles fluxes and energies in the forward region,

and also allows a lower high voltage than a single electrode design.

3.2.4 Forward Calorimeter

The forward calorimeter (FCAL) covers 3.1 < |η| < 4.9. To reduce the neutron

flux, the FCAL begins 1.2 m away from the EM calorimeter front face. Due to

the high particle fluxes and energies in the forward region, the calorimeter must

contain relatively long showers in the small volume allowed by design constraints,

and thus must be very dense. The FCAL is divided into three compartments.

The first, FCAL1, is designed for electromagnetic measurements, and uses copper

as an active material with liquid argon as a passive material. The second two

compartments, FCAL2 and FCAL3, are designed for hadronic measurements,

and use tungsten as a passive material, chosen for its high density to provide
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containment and minimise the lateral spread of hadronic showers. An additional

copper alloy shielding plate is placed behind FCAL3 to reduce background to the

muon endcap system.

3.2.5 Muon Spectrometer

The muon spectrometer (MS) sits outside of the calorimeter system, and is de-

signed to provide precision muon momentum measurements over a momentum

range of 3 GeV to 3 TeV as well as to provide triggering on bunch crossings

containing muons. An overview of the MS is given in Figure 3.9. The system

sits inside a giant air coil toroidal magnet system, producing a magnetic field

orthogonal to the muon momentum to provide deflection of the muons for mo-

mentum measurement. The use of an air coil reduces multiple scattering which

degrades the momentum resolution, and allows a greater tracking volume within

cost constraints.

Figure 3.9: Cut away view showing the various components of the ATLAS muon
spectrometer. Figure taken from [62].

Resistive Plate Chambers (RPCs) and Thin Gap Chambers (TGCs) provide

triggering for |η| < 2.4 and a measurement in the x − y (φ) plane for |η| < 2.7.

The RPCs cover |η| < 1.05 and the TGCs cover 1.05 < |η| < 2.7. The muon

trigger has a time resolution of between 1.5 ns and 4 ns.
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Precision measurements in the bending (R− z) plane are obtained from Mon-

itored Drift Tubes (MDTs) and Cathode Strip Chambers (CSCs). The MDTs

cover |η| < 2.7 and consist of three layers, referred to as stations. Each station

consists of two mulitlayers formed of three or four layers of tubes, sandwiched

between layers of RPCs or TGCs. In the innermost layer, for 2.0 < |η| < 2.7 the

MDTs are replaced by CSCs due to the higher rates and higher backgrounds in

this region. The CSCs are multiwire proportional chambers, and so give a higher

granularity than the MDTs, and are better able to cope with high rates and fluxes.

3.3 Trigger

ATLAS uses a three-level trigger system to decide when to read out the detector

and to reduce the event rate to a manageable level by identifying interesting

events. The collision rate of approximately 20 MHz has to be reduced to a rate

of between 200 and 1000 Hz for offline reconstruction, storage and analysis. An

overview of the ATLAS trigger system is shown in Figure 3.10.

The first level, L1, uses fast custom electronics to identify the presence of

signals from a hard scattering such as high pT electrons, muons or jets, or a large

amount of missing transverse energy. The L1 trigger has a maximum latency of

2.5 µs, and must reduce the rate to approximately 60 kHz (the design L1 rate

was 75 kHz, however significant detector dead-time has been observed above 65

kHz). To meet this tight time constraint, only low-granularity signals from the

calorimeters and dedicated muon trigger chambers are used. The L1 trigger also

identifies ‘Regions of Interest’ (RoI) surrounding the signature that caused the

trigger to be fired, for use in later levels of the trigger.

The second (L2) and third level (the Event Filter or EF) trigger are software

based, and are collectively known as the ‘High Level Trigger’ (HLT). At each level,

the decision of the previous level is refined by using more detector information

and allowing a longer time for the decision to be made and thus more complicated

algorithms to be run, as well as tightening the selection requirements to further

reduce the rate. At L2 the full readout from the RoIs identified at L1 is available.

L2 uses dedicated algorithms to return a decision based on the RoI information

within 100 ms. The EF has access to the full event readout, although typically

only information inside or just outside the RoI is used. The EF algorithms are

based on the offline object reconstruction algorithms, and may take up to 1 s to

make a decision.
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The trigger is organised into ‘chains’ with an L1 trigger seeding a chain of

algorithms in the HLT. Each chain is responsible for selecting a specific trigger

signature. The ‘trigger menu’ is the collection of chains used to select data during a

run. It typically consists of about 200 primary chains for selecting data for physics

analysis and about 300 supporting chains for selecting data for background and

performance studies. The design of the trigger menu involves balancing between

the sensitivity for physics analysis resulting from the trigger, and the need to

reduce the rate to a level dictated by the available resources for reconstruction

and storage. The offline computing processing power limits the EF trigger rate

to about 400 Hz. The trigger menu had to evolve throughout 2011 and 2012

to meet challenges posed by the constant increase in instantaneous luminosity,

and the increase of pileup to almost double the design value. The measurements

described in this thesis use single electron and muon triggers. These triggers

account for the largest slice of the trigger bandwidth, with rates of approximately

50 Hz each. They are described in more detail in Sections 5.3.1 and 5.4.1.
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The ATLAS Trigger Performance and Evolution Brian Aagaard Petersen

Figure 1: Overview of the ATLAS trigger and DAQ system. Both the design and typical trigger rates (left)
and output bandwidth (right) for each of the three trigger levels are shown.

1. Introduction

The Large Hadron Collider (LHC) [1] is the premier high energy collider in the world and has
until now had almost three years of highly successful pp collisions at a center-of-mass energy of
0.9–8TeV. ATLAS [2] is one four experiments at the LHC and one of just two general purpose
detectors designed for precision Standard Model measurements and to search for physics beyond
the Standard Model. The last three years have seen a rapid increase of instantaneous (integrated)
luminosity delivered by the LHC to ATLAS, from 2.0×1032cm−1s−1 (48pb−1) in 2010, to 3.65×
1033cm−1s−1 (5.6fb−1) in 2011 and to> 7.7×1033cm−1s−1 (> 15fb−1) in 2012. This has enabled
ATLAS to set strict new limits on many new physics models and not least to discover a new Higgs-
like boson [3]. At the same time the high luminosity is a challenge to the ATLAS trigger system
which is responsible for selecting the few hundred most relevant collisions out of up to 500 million
collisions per second. Particularly the increase in the number of collisions per beam crossing
(pileup) from approximately 2 in 2010, to 17 in 2011 and more than 35 in 2012, exceeding the
original design value of 23 pileup events, provides a strong challenge to the trigger and necessitated
multiple changes during this period. These proceedings will describe the changes to the trigger
selection done to mitigate the pileup effects and the resulting performance.

2. ATLAS Trigger and DAQ System

The ATLAS trigger system [4] consists of three levels responsible for reducing the 40 MHz
bunch crossing rate to between 200 and 1000 Hz of events for offline reconstruction and physics
analysis with an average rate of about 400 Hz. This system is illustrated in Fig. 1. The 400 Hz limit
is set by the processing power available offline for prompt event reconstruction.

The first level trigger (L1) is based on fast, custom electronics using low-granularity signals
from the calorimeters and fast signals from dedicated muon trigger chambers. It requires the pres-
ence of signals consistent with a hard-scattering, such as a high-pT electron, jet, muon or large

2

Figure 3.10: An overview of the ATLAS trigger and DAQ system. The design and
2012 typical trigger rates at each level are shown on the left, and the design and
2012 typical output bandwidths are shown on the right. Figure taken from [65].
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3.4 Detector Simulation

Simulation of the detector response to various physics processes is a vital ingredi-

ent to making a physics measurement. It is important for understanding and cali-

brating the detector response to different signatures, for estimation of acceptances

and efficiencies, and also to be able to compare experimental results with theoret-

ical models. A custom detector simulator, which uses the Geant4 [66] toolkit, is

used to simulate interactions between particles and matter in the ATLAS detector.

It takes as input the output of Monte-Carlo generators as described in Section 1.3

in HepMC format, with all particles with a lifetime less than cτ = 10 mm de-

cayed by the generator. The simulator then propagates the particles through the

ATLAS detector, using Geant4 to simulate their interaction with the material

of the detector.

The response of the detector components to the particles produced is also

simulated, and simulated output signals are produced in the same format as the

real detector output. These are then reconstructed in the same way as for real

data (as described in Chapter 5). To simulate the effect of pileup, minimum bias

events generated with the Pythia generator are overlaid with the hard event.

3.5 Luminosity Measurement

An accurate measurement of the delivered luminosity is an essential ingredient to

any physics analysis, for example to enable the measurement of a cross section or

to allow the correct normalisation of simulated backgrounds. The instantaneous

luminosity can be expressed as:

L =
µnbfr

σinel

(3.5)

where µ is the number of interactions per bunch crossing, nb is the number of

colliding bunch pairs, fr is the bunch crossing frequency, and σinel is the inelastic

cross section. The instantaneous luminosity is measured during data taking by

measuring the observed interaction rate per bunch crossing µvis [67, 68]. Equa-

tion 3.5 can be rewritten in term of this quantity:

L =
µvisnbfr

σvis

(3.6)
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where σvis = εσinel is the total inelastic cross section multiplied by the efficiency of

the method used to measure µvis. The parameters nb and fr are known machine

parameters, and so a measurement of µvis gives a measurement of the relative

luminosity; this must be calibrated by measuring σvis in order to give an absolute

luminosity measurement.

Two primary detectors are used for the measurement of µvis: LUCID [69] and

the BCM [70]. LUCID is specifically designed for measuring the luminosity de-

livered to ATLAS, and is a Cerenkov detector consisting of sixteen aluminium

tubes filled with C4F10 gas, surrounding the beampipe each side of the interaction

point at a distance of 17 m. The Cerenkov photons are reflected down the tubes

to photomultipliers (PMTs); if one of the PMTs records a signal over threshold

the tube records a ‘hit’ for that event. LUCID receives signals directly from the

LHC clock, allowing it to record event rates separately for each bunch crossing,

and is separate from the main ATLAS DAQ enabling luminosity measurement

even when the detector is not in data-taking mode. The BCM (Beam Conditions

Monitor) is primarily designed to measure beam-induced backgrounds and issue

a beam-abort request in case of dangerous levels of background that would be

damaging to ATLAS. It consists of four diamond sensors located on each side of

the interaction point at a distance of 1.8 m; diamond sensors are chosen for their

radiation hardness and fast readout. The fast readout means it also provides a

bunch-by-bunch signal which can be used as a measure of µvis. Since the efficien-

cies of the BCM and LUCID are different, they will measure a different µvis and

hence need to be calibrated separately.

The calibration of σvis is done using dedicated van Der Meer (vdM) scans,

where the absolute luminosity is measured directly from machine parameters.

The delivered luminosity can be written as:

L =
nbfrn1n2

2πΣxΣy

· F (3.7)

where n1, n2 are the bunch charges in each beam, and Σx,Σy are the vertical and

horizontal width of the beam. In a vdM scan, the beams are separated in steps

of known distance, and the change in event rates measured. From this the beam

widths Σx,Σy can be deduced. The bunch charge product n1 · n2 is measured by

two DC current transformers, which have high accuracy but are unable to resolve

individual bunch charges, and two fast beam current transformers (FBCT) which

have lower accuracy but are able to resolve each bunch [71]. Combining these

two measurements, a direct measurement of the luminosity is made. By compar-
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ing the peak luminosity (when the beam separation is at a minimum) with the

peak interaction rate measured by LUCID or the BCM, and using Equations 3.6

and 3.7, a measurement of σvis is obtained, enabling absolute normalisation of the

luminosity.

The luminosity measurement is cross-checked using an independent measure-

ment of the luminosity using information from the ATLAS calorimeters. The

PMT current from the tile calorimeter and the total ionisation current in the liq-

uid argon of the FCal are related to the mean number of particles interacting in

the calorimeter, and so are sensitive to the luminosity.

3.6 Data Samples

The measurements described in this thesis use data collected in 2011 and 2012,

and correspond to the full proton-proton datasets collected by ATLAS in each

of those two years. The dataset is broken down into runs, continuous periods of

data-taking typically corresponding to one fill of the LHC. Each run is further

broken down into luminosity blocks consisting of roughly two or three minutes-

worth of data-taking. Runs are grouped together into periods, with the accelerator,

detector and trigger conditions being similar in each period. The periods within

each year are labelled A to M.

Luminosity blocks where there were problems with the detector (for example

a HV trip in the LAr) which would affect the reconstruction of electrons, muons,

jets or other physics objects are removed using a “Good Runs List” which records

which luminosity blocks have such defects. After removing these luminosity blocks

the integrated luminosity of 2011 dataset is 4.6 fb−1 and the integrated luminosity

of the 2012 dataset is 20 fb−1. The uncertainty on the luminosity measurement is

3.9% for 2011 data and 2.8% for 2012 data.



Chapter 4

SCT Temperature Monitoring

4.1 Introduction

In order to mitigate the effects of radiation damage and to prevent damage caused

by excessive heat, it is important to keep the Semiconductor Tracker modules cool,

maintaining the silicon sensors at temperatures of approximately −7◦C. The SCT

and Pixel sub-detectors use a common evaporative cooling system to remove heat

from their modules. Monitoring of the module temperature is important to ensure

that the cooling system is functioning as designed, and that the modules remain

coupled to the cooling structures. Additionally, monitoring of the temperature

difference between the front and the back of barrel modules provides a check of

the mechanical integrity of the modules. This chapter describes tools developed to

monitor variables associated with the temperatures of SCT modules, and presents

results for thirty-two months of operation between January 2010 and October

2012.

4.1.1 Effects of Radiation Damage on Semiconductor De-

tectors

Given the LHC design luminosity of 1034 cm−2s−1, the inner layers of the SCT

are expected to receive a radiation dose of up to 2 × 1014 neq/cm2 [72] over the

course of its design lifetime of 10 years. Exposure to such high radiation doses

causes damage to the silicon detectors.

The primary method of radiation damage is interactions with irradiating par-

ticles displacing nuclei from their lattice position, damaging the structure of the

material. Displaced nuclei can form stable defects in the material, which change

the effective doping. Exposure to radiation will cause an n-type semi-conductor

to become more p-type, and will eventually change the material from n-type to

82
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p-type, in an effect known as type-inversion. The change in effective doping has

two effects: a loss of mobility of drifting electrons and ions due to recombination,

and an increase in the leakage current across the p-n junction. This leads to lower

charge collection efficiency and increased noise. Charge collection efficiency can

be maintained by increasing the displacement voltage applied to the junction,

though for sufficiently high radiation doses it becomes impossible to fully deplete

the sensors. It is therefore essential to reduce the effects of radiation damage as

much as possible.

It is found that for temperatures of approximately -7◦C the effects of radiation

damage are greatly reduced [73], so it is important to maintain the silicon at

these low temperatures. After type-inversion occurs, a process known as reverse-

annealing occurs, whereby the radiation damage continues to occur even after

exposure to the radiation has ceased. After type-inversion, it will therefore be

necessary to run the detector cooling even when there are no beams in the LHC.

The leakage current is induced by thermal creation of electron-hole pairs from

shallow donors arising from defects in the material, and increases the signal to

noise ratio of the sensor. The size of the leakage current is dependent on the

temperature of the sensor, and so reducing the temperature decreases the noise

due to leakage currents.

4.1.2 SCT Module Design

2008 JINST 3 S08003

Figure 4.7: Photograph (left) and drawing (right) of a barrel module, showing its components. The
thermal pyrolytic graphite (TPG) base-board provides a high thermal conductivity path between
the coolant and the sensors.

thermal and mechanical structure. This extends sideways to include beryllia facings. A polyimide
hybrid [78] with a carbon-fibre substrate bridges the sensors on each side. The two 770-strip (768
active) sensors on each side form a 128 mm long unit (126 mm active with a 2 mm dead space).
High voltage is applied to the sensors via the conducting base-board.

Precision alignment criteria were applied during assembly: the assembly tolerance as well as
the achieved build accuracy are shown in table 4.7. The important in-plane tolerance for positioning
sensors within the back-to-back stereo pair was < 8 µm and the achieved variance was 2 µm. In
the module plane, no additional distortions were measured after thermal cycling. Out-of-plane, the
individual components and the assembly jigging and gluing determine the module thickness and
the intrinsic bow of the sensors determines the out-of-plane shape. A common distortion profile has
been established for the sensors at the level of a few µm and a module thickness variation of 33 µm
was maintained during fabrication. Following thermal cycling, the out-of plane distortions changed
by a few µm (RMS). When cooled from room to operating temperature, profile deviations did not
exceed 20 µm, even at the sensor corners not supported by the base-board.

Figure 4.8 shows the construction of an end-cap module [68]. There are three module types,
as shown in table 4.7. Each of the 1976 modules has two sets of sensors glued back-to-back around
a central TPG spine with a relative rotation of ±20 mrad to give the required space-point resolution
in R-f and R. The module thickness is defined by the individual components and variations are
compensated by the glue thickness (nominally 90 µm). The TPG spine conducts heat from the
sensors to cooling and mounting points at the module ends and serves as the bias contact to the
sensors. Glass fan-ins attach one end of the spine to a carbon base-plate with the polyimide flex-
hybrid glued to it. The modules are arranged in tiled outer, middle and inner rings.

The precision alignment criteria applied to the end-cap modules were similar to those of
barrel modules. The RMS spread of the module survey measurements after construction was 1.6
µm in the back-to-back position of the stereo pair, measured transverse to the strips, and 2.8 µm
in the position of the mounting hole and slot measured transverse to the strips. In the module
plane, no additional distortions were measured after thermal cycling. Out of the plane, the end-
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(a)
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Figure 4.8: The upper photograph shows the three SCT end-cap module types (outer, middle and
inner from left to right). The lower schematic shows an exploded view of the different components
for a middle module, including the high thermal conductivity spine, the polyimide hybrid and the
ABCD readout ASIC’s.

defined by geometrical constraints and opposite in sign to that of the pixel barrel staves because of
the different nature of the sensors used in each detector. The measured Lorentz angle, however, for
a magnetic field of 2T, varies between 4.2� (before) and 2.7� (after) irradiation.

The barrel and end-cap sensors are specified to operate at �7�C, with a maximum variation
within and between modules of 5�C, to reduce the bulk leakage current after radiation damage. The
hybrid power will be 5.5� 7.5 W per module, and the sensor load will reach ⇠ 1 W per module
after ten years of operation. In addition, convective loads of ⇠ 0.8 W per module plus ⇠ 0.8 W
per module at the top of the barrel cylinders and outer disks are expected. The heat is extracted by
evaporating C3F8 at ⇠ �25�C, circulating in cooling pipes attached to each module.

For the barrel, the sensor and hybrid heat leaves via the base-board and the hybrid substrate
to the large beryllia facing on the base-board, which is interfaced to an aluminium block with
a ⇠100 µm layer of thermal grease and a copper-polyimide capacitive shunt shield. At full load
for irradiated modules, the hybrid and sensor temperatures are expected to be approximately 14�C
and 12�C above the cooling-pipe temperature, respectively. The block is itself soldered to a 3.6 mm
diameter Cu/Ni cooling pipe. Each cooling loop serves 48 barrel modules.

For the end-cap, the sensor heat leaves via the spine, while the hybrid heat is transferred via
the carbon-fibre hybrid substrate to a carbon-carbon cooling block, which is split to minimise heat
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(b)

Figure 4.1: Diagram of (a) an SCT barrel module and (b) an SCT endcap module,
showing the location of the different components. Figure from [62]

SCT modules consist of two layers of silicon sensors, bonded together at a

small stereo angle as described in Section 3.2.2. Figure 4.1 shows a diagram of the

layout of barrel and endcap modules. Barrel modules are constructed by gluing
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the sensors either side of a graphite base-board which provides the module’s me-

chanical structure. The read-out chips are located on a polyimide hybrid wrapped

around the outside of the module. The HV is applied to the sensors via the base

board. Endcap modules are constructed in a similar fashion, gluing the sensors

either side of a base-board spine, with the hybrid located at one end of the mod-

ule. Heat from the sensors and from the read-out electronics on the hybrid is

conducted by the base-board to the cooling pipe, which is connected at one edge

of the module via a layer of thermal grease and an aluminium cooling block.

4.1.3 The Inner Detector Cooling System

Each SCT module produces between 5.5W and 6W of heat when the “High Voltage

(HV)” biasing voltage is applied. This is expected to increase to around 8W as

the detector suffers the effects of radiation damage and the bias voltage must

be increased to compensate. An active cooling system based upon evaporative

cooling is used to remove this heat from the SCT modules [74] and hold them at

the low temperatures necessary to mitigate the effects of radiation damage. The

system is common to the SCT and the Pixel detector.

An evaporative cooling system was chosen over a mono-phase system as it has

a larger cooling capacity per unit volume due to utilisation of the latent heat of

vaporisation rather than a liquid’s heat capacity. This allows the resulting system

to be smaller and with a lower mass, thus resulting in less material in the inner-

detector. Additionally, an evaporative system has smaller temperature gradients

along long cooling tubes, allowing for more uniform module temperatures.

Figure 4.2 shows a schematic of the cooling system. The system uses the

fluorocarbon refrigerant C3F8 as a cooling fluid, chosen since it is stable against

irradiation, non-flammable, non-toxic, electrically neutral, and has the highest

heat transfer coefficients of similar fluorocarbon refrigerants. The cooling fluid is

delivered at room temperature in saturated liquid phase to capillaries located im-

mediately before the detector structure. The fluid expands through the capillaries

and passes along the cooling pipe at boiling point. The modules are coupled to

the pipe by means of cooling blocks and heat is absorbed from the modules by

the passing fluid causing it to evaporate. At the end of the cooling pipe a heater

evaporates any residual liquid and heats the vapour to above the cavern dew point

to avoid condensation in the return pipes. The exhaust gas is piped to the AT-

LAS service cavern where it is compressed and condensed, and then returned to

the cooling loop. Recuperative heat exchangers are used to transfer heat between
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the cold return vapour and the warm inlet liquid, increasing the efficiency of the

thermodynamic cycle by decreasing the vapour quality1 of the fluid at the inlet to

the cooling structure. The temperature to which the modules are cooled depends

on the boiling pressure of the fluid, which is controlled by backpressure regulators

(BPR) located at the end of the return tubes.

2008 JINST 3 P07003

Figure 3. Schematic diagram of the evaporative system.

The pressure drop budget over the detector structure is not discussed here since it is a spe-
cific requirement of each subdetector. It is clear that this budget has to be as small as possible
to minimize the fluid temperature changes along the detector structures. This maximum pressure
requirement at the detector structures and the minimum possible input pressure of the compressors
at full load set the available pressure drop budget for the vapour return lines from the detector to
the compressor. This budget is 770 mbar, about 50% of which (350 mbar) is assigned as the budget
for the on-detector part of the return tubes (from the detector to the distribution racks).

A 350 mbar pressure drop budget is an important constraint for the design of such a complex
and tortuous pipe work, including heater and heat exchangers, which is also subject to severe space
and material limitations especially inside the ID volume.

Therefore, the pressure drop budget on the exhaust tubes has been one of the key parameters
driving the segmentation of the system (max number of circuits that can be run in parallel on a
common exhaust tube).

The pressure drop budget of the inlet lines from the pressure regulators to the inlet of the
capillaries is driven by the minimum pressure at the condenser and the minimum pressure before
the capillaries, which has to be always above the saturation point to avoid vapour formation in the
inlet tubes. The pressure drop budget of the inlet tubes is less critical then for the exhaust and was
set to 1 bar.

The nominal design pressures of the evaporative cooling circuits are given in table 2.

– 7 –

Figure 4.2: Schematic of the SCT evaporative cooling system. Figure from [75]

The cooling system consists of 204 independent cooling circuits or ‘loops’, of

which 44 cool modules on the SCT barrels, 72 cool modules on the SCT endcaps

and the remaining 88 cool modules on the Pixel detector.

4.2 Methodology

The temperatures of SCT modules are monitored by thermistors mounted on

the module hybrids on the front side of the module (the side furthest from the

interaction point). Barrel modules have an additional thermistor mounted on the

back side of the module. The temperatures recorded by the module thermistors

are read out by the ATLAS detector control system, PVSS [76]. A data point

is written to the Oracle database every 12 hours for offline analysis. In addition,

1The vapour quality of a saturated fluid is the mass-fraction that is vapour.
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whenever a module temperature changes above a deadband of 0.4◦C, the new

value is written to the database.

It is important to monitor the module temperatures only during periods of

stable running, as the temperatures will vary as the detector is cooled down or

warmed up, or when calibration work is in progress. Stable periods are found by

requiring that the number of cooling loops turned on is constant and greater than

zero. Stable periods are required to be at least 6 hours long, to veto periods where

the detector is being turned on and off, and stable periods longer than 24 hours

are broken down into 24 hour blocks.

For each module, a number of monitoring variables are calculated; these are

described below. The distributions of these variables are plotted for each of the

barrel layers and endcap disks. Modules which fall in the tails regions of the

distributions are identified as ‘problem’ modules. A list of problem modules is

maintained, and these modules are monitored. The monitoring plots are produced

automatically on a daily basis by scripts running on one of the SCT monitoring

computers and are made available as part of the ‘SCT Calibration Monitoring’

website at https://pc-sct-www01.cern.ch/CalibMonitor/ (ATLAS login re-

quired).

4.3 Monitoring Variables

4.3.1 Front-Back Temperature Difference - ∆T

The difference in temperature between the front and the back of a module should

be very small and any large temperature difference would indicate defective ther-

mal coupling between the two sides. This would suggest that the front and the

back of the module had lost mechanical integrity and were coming apart from one

another. It is therefore useful to monitor modules ∆T , the front-back temperature

difference, defined as:

∆T = Tfront − Tback (4.1)

where Tfront and Tback are the temperatures recorded at the front and the back of

the module respectively.

For each period of stable operation the distribution of ∆T is plotted, for all

barrels together as well as for each barrel separately. Example plots for 01:20

22/9/2012 to 01:20 23/9/2012 are shown in Figure 4.3 (separately for each barrel).

https://pc-sct-www01.cern.ch/CalibMonitor/
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Figure 4.3: ∆T distributions for the SCT Barrel 3 (a), Barrel 4 (b), Barrel 5 (c)
and Barrel 6 (d) for 01:20 22/9/2012 to 01:20 23/9/2012. The distributions are
fitted to a Gaussian; the mean and width of the Gaussian is indicated on the plot.

The distributions are fitted with a Gaussian and the mean and width of the

Gaussian are obtained. These are listed in Table 4.1 for each of the barrel layers,

averaged over 5 months of data between 20/1/2010 and 20/6/2010.

In order to identify modules with a high value of ∆T , a threshold of 5 times the

width of the Gaussian is set, separately for each barrel. Modules with a value of

∆T greater than this threshold are identified as ‘problem modules’. Table 4.2 gives

the number and percentage of modules with front-back temperature difference

greater than the threshold at least five times during the period 20/1/2010 to

19/6/2010, for each barrel layer. The width of the distribution is greatest for

Barrel 3, and so the thresholds for identifying high ∆T modules is highest for

this barrel. The width of the distribution for Barrel 6 is the second widest,

however the distribution is observed to have large non-Gaussian tails, leading

to a larger fraction of problematic modules on Barrel 6 than other modules. This

is attributed to the fact that for Barrels 3, 4 and 5 only modules with |∆T | < 2◦C
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Barrel
√
〈σ2〉 5

√
〈σ2〉 χ2 / ndf 〈∆Tmean〉

All barrels 0.52 2.61 132.64 -0.25
Barrel 3 0.64 3.21 19.44 -0.36
Barrel 4 0.39 1.96 8.22 -0.21
Barrel 5 0.48 2.38 36.06 -0.23
Barrel 6 0.60 3.02 59.06 -0.26

Table 4.1: The width, goodness of fit and mean of a Gaussian fit to the ∆T
distribution averaged over stable periods between 20/1/2010 and 20/6/2010.

Component # Problem Modules % Modules Problematic
Barrel 3 1 0.3
Barrel 4 1 0.2
Barrel 5 7 1.2
Barrel 6 17 2.5

Table 4.2: Number and percentage of modules with | ∆T | greater than the thresh-
old for identifying problem modules at least 5 times during the period 20/1/2010
- 19/6/2010 for each barrel.

measured on production were accepted, whereas for Barrel 6 this was relaxed to

|∆T | < 4◦C [75].

The mean value of the ∆T distributions tend to be negative, implying that on

average the back side of the modules (the side facing into the carbon fibre barrel)

tends to be warmer than the front. This effect was also observed in tests carried

out on the modules reception at CERN in 2006 [75], and in tests carried out in

2008 [77]. Investigations suggested that this bias is a property of the module itself,

rather than an effect due to the module’s environment. A possible explanation is

the way that the hybrid was glued to the substrate, whereby the top wing of the

hybrid was first glued to the front of the module, then the bend made, then the

bottom wing glued. It is possible that following the bend the quality of the glue

joint decreased, increasing thermal impedance between the back of the hybrid and

the base-board.

4.3.2 Difference In Temperature To Local Average - Tdiff

Modules with a bad thermal coupling to the cooling pipe can be identified by

looking for modules with a temperature significantly different from other modules

on the same cooling structure. The monitoring variable Tdiff is defined as:

Tdiff = T̄struct − Tmodule (4.2)
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Figure 4.4: Tdiff distributions for the SCT barrel and endcaps for 01:20 22/9/2012
to 01:20 23/9/2012

where:

T̄struct =
ΣN

1 Ti

N
(4.3)

is the average temperature of modules on the cooling structure. For the SCT

barrels a cooling structure is defined as a stave (consisting of two loops) and

for the endcaps it is defined as a single cooling loop. Any module warmer than

its neighbours gives a negative value of Tdiff , whilst modules cooler than their

neighbours give a positive value.

Figure 4.4 shows the distributions of Tdiff for the barrel and for each of the

endcaps for 01:20 22/9/2012 to 01:20 23/9/2012. As expected the mean of the

distribution is consistent with zero. Endcap C shows a large tail to low Tdiff ,

indicating there are a large number of modules warmer than other modules on

their cooling loop. Examination of the distributions for each disk suggest that

this effect is observed on disks 1-5, but not on disks 6-9. The cause of this effect

is unknown.
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Barrel
√
〈σ2〉 5

√
〈σ2〉 χ2 / ndf

All Barrels 0.81 4.03 48.82
Barrel3 0.87 4.33 12.66
Barrel4 0.71 3.56 13.88
Barrel5 0.82 4.09 18.5
Barrel6 0.77 3.84 35.44
EndcapA All Disks 1.31 6.53 28.68
EndcapA Disk1 1.33 6.67 11.17
EndcapA Disk2 1.38 6.89 14.93
EndcapA Disk3 1.26 6.31 15.21
EndcapA Disk4 1.28 6.42 11.04
EndcapA Disk5 1.49 7.43 19.32
EndcapA Disk6 1.45 7.27 15.54
EndcapA Disk7 1.81 9.05 13.96
EndcapA Disk8 1.39 6.95 10.05
EndcapA Disk9 1.96 9.8 9.05
EndcapC All Disks 1.31 6.57 44.63
EndcapC Disk1 1.24 6.21 17.52
EndcapC Disk2 1.41 7.03 14.18
EndcapC Disk3 1.26 6.28 19.22
EndcapC Disk4 1.41 7.07 18.36
EndcapC Disk5 1.19 5.96 19.22
EndcapC Disk6 1.64 8.22 11.29
EndcapC Disk7 1.25 6.27 11.17
EndcapC Disk8 1.29 6.47 13.39
EndcapC Disk9 1.72 8.58 9.38

Table 4.3: The first column shows the width of a Gaussian fitted to the Tdiff dis-
tribution for each stable period between 20/1/2010 and 20/6/2010. The threshold
used for identifying high Tdiff modules is set as 5 times this value; this is shown
in the second column. The third column shows the χ2 goodness of fit parameter.

As with the ∆T monitoring variable, five times the average width of the Gaus-

sian fit is used as a threshold for identifying problem modules. The threshold is

set separately for each SCT barrel layer and endcap disk. The thresholds are

given in Table 4.3. The endcaps tend to have much wider distributions than the

barrels, indicating that the module temperature is less uniform on endcap cooling

loops. This is consistent with the findings of the 2008 study [77]. The number and

percentage of modules with | Tdiff | greater than threshold at least 5 times during

the period 20/1/2010 - 19/6/2010 is shown in Table 4.4.

The majority of the modules above threshold had negative values of Tdiff ,

indicating that they are warmer than their neighbours. This is generally caused
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Component # Problem Modules % Modules Problematic
Barrel 3 3 0.8
Barrel 4 1 0.2
Barrel 5 3 0.5
Barrel 6 6 0.9
Endcap A 4 0.4
Endcap C 9 0.9

Table 4.4: Number and percentage of modules with | Tdiff | greater than the thresh-
old for identifying problem modules at least 5 times during the period 20/1/2010
- 19/6/2010 for each barrel and for each of the endcaps.

by the modules not being in complete contact with their cooling block. A small

number of modules had very large positive values of Tdiff , indicating that they are

cooler than their neighbours. This indicates a lower power dissipation through the

module which is either due to the module being disabled and thus not receiving

the high voltage current, or due to incorrect chip settings.

4.4 Time Evolution of Monitoring Variables

In order to track problematic modules, plots are produced each month showing

the problem modules and on which days they were problematic. An example of

such a plot is shown in Figure 4.5. These plots are available on the calibration

monitoring website.

4.4.1 Number of Problem Modules

Of obvious concern is whether the number of problematic modules is increasing.

Figure 4.6 shows the number of problem modules above the problem threshold

Figure 4.5: Problem modules on barrel 5 in April 2010.



4.5. BEHAVIOUR OF PROBLEMATIC MODULES 92

Date
210110 270610 011210 070511 111011 160312 200812 230113

 T
 m

o
d

u
le

s
∆

N
o

. 
H

ig
h

 

0

10

20

30

40

50

60

70

(a)

Date
210110 270610 011210 070511 111011 160312 200812 230113

N
o

. 
H

ig
h

 T
 d

if
f 

m
o

d
u

le
s

0

20

40

60

80

100

120

140

160

(b)

Figure 4.6: The number of ‘problematic’ modules with (a) ∆T and (b) Tdiff of
greater magnitude than the problem threshold per day as a function of time
between 20/01/2010 to 16/10/2012. The number of ‘problematic’ modules is not
seen to increase significantly as a function of time.

on a given day as a function of time between 20/01/2010 to 16/10/2012 for the

∆T and Tdiff monitoring variables. For both monitoring variables, there is no

significant increase in the number of problematic variables observed as a function

of time. Fitting the distributions to a linear function, the average number of Tdiff

modules above the problem threshold is found to increase at a rate of 0.74 ± 0.05

per year. The average number of ∆T modules above the problem threshold is

found to increase at a rate of 2.54 ± 0.15 per year.

4.5 Behaviour of Problematic Modules

For each of the modules identified as problematic at least five times, the value

of the problematic monitoring variable has been plotted as a function of time

for the first six months of 2010 in order to identify any trends. For most of the

problematic modules the magnitude of the monitoring variable does not increase

over the period, aside from small fluctuations. However, one module has been

identified with a high ∆T of increasing magnitude, and four modules with a Tdiff

of increasing magnitude. A further two show unusual behaviour.

The plot on the left of 4.7 shows the only module with a ∆T of increasing

magnitude. The temperature difference between the front and back of the module

has increased by about 1.5◦C in six months, with back of the module warmer

than the front, suggesting worsening thermal coupling across the module. The

plot on the right of 4.7 shows a module for which ∆T jumps between 0◦C and
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(a) (b)

Figure 4.7: The temperature difference between the front and back of the mod-
ule (∆T ) for (a) barrel module Q3/B6/L126/I/P29/A5 and (b) barrel module
Q3/B6/L126/O/P30/C6 as a function of time between 20/1/2010 to 18/7/2010.

3-4◦C every 1 or 2 months. This suggests an intermittent failure in the integrity

of the module. No other problems with this module have been recorded.

Three modules were observed to have a Tdiff becoming more negative with

time, indicating that they are becoming warmer relative to their neighbours by

about 1◦C over six months. This suggests a failure in coupling to the cooling

pipe that is getting worse with time. One of these modules is shown on the

left of Figure 4.8. The right hand plot of Figure 4.8 shows a module with Tdiff

becoming more positive over time, and also showing sharp jumps in the variable.

An increasing positive Tdiff means the module is cooler than its neighbours, and

becoming even more cooler. This would suggest that the module is running at

a lower power, although it is unclear why this would cause the Tdiff to increase

over time, nor explain the sudden jumps. Generally modules running at lower

power are detected with the DAQ (Data Acquisition) software, but no problem

has been reported for this module. A further seven modules with a Tdiff which

jumps between 0◦C and around +7◦C have been observed. All seven of these

modules have other known problems; either the modules do not receive the high

voltage, or there is a problem with the module communication. These modules

are out of configuration, and data sent from these modules is not used for physics.
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(a) (b)

Figure 4.8: The difference in temperature between the module and the average
temperature of modules on the same cooling structure (Tdiff) as a function of
time for (a) module Q2/B5/L102/I/P24/C3 and (b) Q4/ECA/D4/L160/RO/07
between 20/1/2010 and 18/7/2010.

4.6 Long Term Trends in Monitoring Variables

To evaluate the long term performance of the SCT cooling, plots of the mean and

width of the distributions of the monitoring variables as a function of time were

produced. Such plots allow identification of trends common to all modules, which

would not be identified by the procedure of identifying ‘problematic’ outliers as

described in the previous sections.

Figure 4.9 shows the width and mean of the ∆T distributions as a function

of time. For the widths, each point on the graph corresponds to the width of the

Gaussian fit to the ∆T distribution for one stable period (such as the distribution

shown in Figure 4.3); similarly for the means, each point corresponds to the mean

of the Gaussian fit for one stable period. The mean and width of the distributions

are seen to be stable as a function of time, indicating that there is no long term

shift in the front-back temperature difference common to all barrel modules.

Figure 4.10 shows the width and mean of the module temperature distribu-

tions as a function of time. Similarly to the ∆T plots, each point on the graph

corresponds to the width or mean of the Gaussian fit to the module temperature

distributions for one stable period. For barrel modules, the temperature is taken

as the average of the front and back thermistor temperatures. The means of the

temperature distributions are observed to increase slightly as a function of time;

this is attributed to increasing occupancy as the instantaneous luminosity in-

creased, which causes increased power dissipation in the readout chips. The slight

decrease in temperature at the start of the 2012 run is attributed to calibration
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Figure 4.9: The (a) width and (b) mean of the module ∆T distribution for SCT
barrel modules as a function of time.

work occurring during the recommissioning, and the sudden jump in the average

endcap module temperature near the start of 2010 is due to the changing of one

of the compressors. The width of the temperature distributions are observed to

be stable as a function of time.

Figure 4.11 shows the width of the Tdiff distributions as a function of time; the

means are not shown as they are identically zero by construction. The widths are

observed to be stable, indicating that there is no long term increase in the spread

of module temperatures for modules along a cooling pipe.
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Figure 4.10: The mean and width of the module temperature distribution as a
function of time. Figures (a) and (b) show the mean of the module temperature
distribution as a function of time for the SCT barrels and endcaps, respectively.
Figures (c) and (d) show the width of the module temperature distribution as a
function of time, again for the barrels and endcaps respectively.
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Figure 4.11: The width of the Tdiff distribution as a function of time for (a) the
barrels and (b) the endcaps.
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4.7 Conclusions

Studies of the performance of the SCT cooling system have been performed. Vari-

ables for identifying modules losing coupling to the cooling pipe and for identifying

modules losing mechanical integrity have been defined, and an automated moni-

toring set up to produce plots of the distributions of these variables and to identify

‘problematic’ modules. Only a small fraction of the modules are found to be prob-

lematic, and in most cases these problematic modules are known to have other

problems and their readout is not used for physics analysis. Over almost three

years of running the number of problematic modules is not seen to increase signif-

icantly, and the mean and width of the distributions of the monitoring variables

remain stable.



Chapter 5

Particle Reconstruction

In this chapter the software algorithms used to reconstruct and identify different

particles are described. The first step in particle reconstruction involves recon-

structing tracks in the inner detector and the muon spectrometer, identifying

interaction vertices, and identifying clusters of energy deposits in the calorime-

ter systems. These are then combined to reconstruct particles such as electrons,

muons, jets, photons, and tau leptons, as well as to measure properties of the

event such as missing transverse energy. Since triggering on electrons and muons

is a crucial component of the measurements described in this thesis, this is also

described in more detail here.

Figure 5.1 shows schematically how different types of particle interact with

the different detector components. Muons leave a track in the inner detector,

typically deposit little energy in the calorimeters and then leave a track in the

Muon Spectrometer. Photons leave no track in the inner detector, and will typi-

cally deposit all of their energy in the EM calorimeter, leaving an electromagnetic

shower. Electrons also typically deposit all of their energy in the EM calorimeter,

but will also leave a track in the inner detector. Charged hadrons such as protons

leave a track in the inner detector, deposit minimal amounts of energy in the EM

calorimeter, and then deposit most of their energy in the hadronic calorimeter,

leaving a long wide shower. Neutral hadrons such as neutrons behave in a similar

manner to charged hadrons, but do not leave an inner detector track. Neutrinos

completely escape the detector leaving no trace in any of the detectors systems.

98
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Figure 5.1: Schematic view of the progression of different types of particle through
the ATLAS detector. Figure from [78].

5.1 Tracking

Particles traversing the inner detector travel in an approximately helical path

under the influence of the magnetic field, leaving hits in the various detector

components that they traverse. In order to use these hits to identify and measure

particles, it is necessary to reconstruct particle tracks from these hits, in a process

known as tracking. At the collision energies and levels of pileup at the LHC, there

will typically be hundreds of hits in the Inner Detector. The tracking algorithm

must be able to correctly associate hits with tracks, as well as reconstruct the

track parameters. As well as interacting with the active elements of the detector,

particles will also interact with the dead material in the inner detector, leading to

multiple scatterings, ionisation energy loss and, especially for electrons, radiation

energy loss from bremsstrahlung. A detailed description of the ATLAS tracking

is given in [79].

A particle’s trajectory can be described by five parameters, xi. In ATLAS,
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the parameters are chosen to be:

xi = (l1, l2, φ, θ, q/p) (5.1)

where l1, l2 are two co-ordinates in the frame of the detector surface in which

a measurement is made, and the other three parameters describe the momentum

of the track in the global frame.

5.1.1 Inside-Out Tracking

In ATLAS, the main tracking algorithm is known as ‘inside-out’ tracking, as it

begins in the inner layers of the detector and works outwards. The first step is the

formation of space-points from the measurements in the silicon detectors. In the

Pixel detector a space-point corresponds simply to a hit in the detector. In the

SCT space-points are required to have hits in both sides of the module in order to

give a measurement in z (due to the stereo-angle). Track seeds are then formed

from combinations of space-points in the three Pixel detector layers and the first

layer of the SCT.

These seeds are used to build roads through the rest of the detector elements.

A Kalman fitter-smoother [80] is used to follow the trajectory, successively adding

hits to the track fit. From a given layer, the Kalman filter will predict the track

parameters on the next detector layer, then update the track parameters and

covariances taking into account the measurements found on the next layer (filter-

ing), as well as refining the estimates for the track parameters on the previous

layers based on the new measurement. The Kalman filter takes into account lin-

ear distortions to the track from multiple scattering and from ionisation energy

loss. Energy loss through bremsstrahlung is, however, highly non-gaussian, and

is not modelled well in this approach. Roughly 10% of seeds will lead to track

candidates.

The next step in the procedure is ambiguity resolution; many of the track

candidates found in the track finding will share hits, or will be as a result of fakes,

or will erroneously incorporate outliers. At this stage the track is refitted with

a global χ2 fit [81], using a refined reconstruction geometry with more detailed

material description and omitting outliers. A score is assigned to each track,

based upon the fit quality χ2/Ndof , the number of hits on the track, the presence

of overlapping hits on a layer, and with penalties for ‘holes’ (missing hits). The

scores for different detector elements are weighted giving greater weight to more

precise detector elements. Ambiguities are resolved by choosing the track with
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the greater score; tracks with a score below a certain threshold are discarded.

The track is then extended into the TRT, associating drift circles from the

straw tubes with the track. The extended tracks are refitted once again, using

the full information of all three detectors. The quality of the extended track is

compared to the quality of the silicon only track; the track extension is kept only

if it improves the quality of the fit.

5.1.2 Outside-In Tracking

The inside-out tracking procedure will fail to find tracks from photon conversions

or decays of long lived particles in the inner detector, as these particles will not

produce hits in the inner layers of the detector and so will not produce seeds.

Additionally, inside-out tracking will sometimes fail due to ambiguous hits shad-

owing the track seed in the densely populated inner layers of the silicon detectors.

Further, high energy loss at the outer radii of the SCT may cause the track to

change direction in the bending plane and the extension search to go in the wrong

direction.

A complementary tracking procedure called ‘outside-in’ tracking attempts to

solve these problems by starting from the TRT and working inwards. It begins by

searching for track segments in the TRT using hits not already associated with

a silicon track extension, using a Hough transform to identify tracks [82]. These

track segments are fitted using a Kalman filter to take into account the drift-time

measurements. They are then extended back into the SCT and Pixel detectors,

where hits not already associated to tracks are associated to them.

5.2 Vertex Finding

Location of interaction vertices is important in order to know which particles

are associated with the primary interaction vertex, and to construct parameters

such as the longitudinal and transverse impact parameters, which can be used

to distinguish leptons from conversions or from secondary decays in jets. In the

ATLAS reconstruction process vertex-finding occurs after reconstruction of inner

detector tracks, as described in Section 5.1. The vertex-finding algorithm must

associate tracks with vertices, and obtain a best fit for the vertex positions and

the associated uncertainties.

The default ATLAS approach to vertex finding is called ‘finding-through-

fitting’ [83]. Tracks are preselected by consistency with the interaction region,
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and a single seed vertex is formed from all of the preselected tracks. This is fitted

using an ‘Adaptive Vertex Finding’ [84] algorithm, which uses a Kalman filter to

minimise the least squares distances of the tracks from the vertex position. After

a preliminary fit, tracks are assigned a weight depending on their compatibility

with the vertex, with outlier tracks being down-weighted so as to have less of a

pull on the vertex position. The process is iterated until convergence. Following

the fit, tracks identified as outliers are used to create a second vertex seed. A

simultaneous fit is then carried out of the two vertices, and again outlier tracks

are used to create a new primary vertex. The procedure is iterated until none

of the remaining outliers fits with any vertex with a χ2 probability of more than

1%.

5.3 Electron Reconstruction and Identification

5.3.1 Electron Triggers

Events containing electrons are triggered on using ATLAS’s three level trigger

system as described in Section 3.3. They are triggered on at L1 by requiring that

two adjacent towers of calorimeter cells of size ∆η × ∆φ = 0.1 × 0.1 have an

energy above a certain threshold. The towers are used to identify a RoI for use at

L2. At L2 fast calorimeter clustering and ID tracking algorithms are used. Basic

shower-shape cuts on the width of the shower in η and the ratio of energy deposits

in the different calorimeter layers are used to reject backgrounds. The EF uses

the offline reconstruction and identification algorithms described in Section 5.3.2

and Section 5.3.3, although slightly looser cuts are applied to remain fully efficient

offline.

The bandwidth dedicated to electron and photon triggers is approximately 30%

of the total EF bandwidth. As the instantaneous luminosity increased through-

out 2011 and 2012 it was necessary to regularly tighten the triggers to keep the

bandwidth at an acceptable level [85]. At the start of 2011 the primary single

electron trigger had a threshold at EF level of 20 GeV. When the instantaneous

luminosity exceeded 2×1033 cm2s−1 the threshold was increased to 22 GeV, and

as the luminosity further increased to 3×1033 cm2s−1, the identification require-

ments used at L2 and EF were tightened. The L1 thresholds were also brought

closer to the EF threshold, and varying L1 thresholds with η were introduced

to account for varying material before the calorimeter. A hadronic leakage cut

was also introduced to further reduce the L1 rate. In 2012 the EF threshold was
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further raised to 24 GeV, and a track isolation cut introduced at EF, requiring

the total pT of tracks surrounding the electron’s track in a cone of ∆R < 0.2 to

have less than 10% of the pT of the electron.

5.3.2 Electron Reconstruction

Electrons are reconstructed in the central region (|η| < 2.5) by searching for

clusters of energy deposits in the EM calorimeter (referred to henceforth simply

as ‘clusters’) and matching them to inner detector tracks [86, 87]; this is referred

to as the standard electron algorithm and is described below. In the forward

regions (2.5 < |η| < 4.9) there is no inner detector tracking, and electrons are

reconstructed solely from calorimeter clusters; this is also described below.

Standard Electron Reconstruction

Reconstruction begins with the construction of seed clusters in the EM calorime-

ter. These are formed from calorimeter towers of size ∆η ×∆φ = 0.025 × 0.025,

corresponding to the size of cells in the second layer of the EM calorimeter. This

results in a grid of 200 × 256 towers. The energy of the tower is the sum of

the cells in all three calorimeter layers falling within the tower. Where cells are

shared between more than one tower, the energy is shared according to the frac-

tional overlap of the cell with each tower. The seed cells are formed by sliding a

window of size ∆η × ∆φ = 0.075 × 0.125 (3 × 5 towers) over the grid of towers

and identifying local maxima with ET > 2.5 GeV. The position of the cluster is

taken to be the energy weighted η, φ barycentre of cells in a window around the

centre of the cluster. If two seeds are closer than ∆η ×∆φ = 0.050× 0.050, then

only the one with higher ET is kept.

Electron candidates are then formed by matching inner detector tracks to the

seed clusters. If there is a reasonable agreement (∆η < 0.2 and ∆φ < 0.1) between

a track’s co-ordinates (measured at the origin of the track) and a cluster seed, the

track is extrapolated from its last measurement point to the middle layer of the EM

calorimeter (TRT-only tracks are all extrapolated). In η, the cluster is required

to be within ∆η < 0.05 of the track. In φ, the cluster must be within ∆φ < 0.1

of the track if it falls on the side towards which the track bends, or ∆φ < 0.05 if

it is on the opposite side. This asymmetry in the φ requirement is to account for

the fact that the electrons undergo heavy energy losses from bremsstrahlung due

to the large amount of material in the inner detector, which will tend to increase

their bending, particularly at high η. If a seed cluster matches to at least one
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track, an electron candidate is formed. Seed clusters with no track matches are

considered as photon candidates. If several tracks match, tracks with silicon hits

are preferred, and the one closest to the cluster in ∆R is chosen. In the case of

TRT-only tracks, only a matching in φ is required, due to the limited η resolution

in the TRT.

The clusters for electron candidates are then rebuilt, using a fixed rectangle of

size ∆η×∆φ = 0.075×0.175 (0.125×0.125) in the barrel (endcap), again using a

sliding window to find the local maximum. The cluster energy is the sum of four

components: the estimated energy deposits before the calorimeter, the measured

energy in the cluster, the estimated leakage laterally into other calorimeter cells

and the estimated longitudinal leakage behind the EM calorimeter. The four terms

are parameterised as a function of the measured cluster energy in the pre-sampler

(where it exists) and the measured energy in each of the three calorimeter layers,

based on detailed simulations of energy depositions in the calorimeters and the

dead material. Additional calibrations are applied to the electron energy based

on measurements of Z → ee and J/ψ → e−e+ [87]. The energy of the electron is

taken as the cluster energy, and the direction as the track η and φ, providing the

track has sufficient silicon hits.

Forward Electron Reconstruction

Forward electrons are reconstructed solely from energy deposits in the calorime-

ter. Topological clusters [88] are formed by grouping neighbouring cells in three

dimensions. The topological clusters have variable size, depending on the energy

deposit and the clustering criteria used. Cells with a signal versus noise signif-

icance above a high threshold tseed are used as seeds. Neighbouring cells with

a signal significance above a lower threshold tcell are added to the cluster. The

neighbours may act as secondary seeds if they have signal significance above an

intermediate threshold tneighbour. For electron topological clusters tseed is set equal

to tneighbour. The lower threshold at the cell perimeter ensures that tails of showers

are not discarded, while the higher thresholds for seeds and neighbours suppress

electronics and pile-up noise. The cells are split if they contain more than one

local maxima above a certain energy threshold.

An electron candidate is constructed if the cluster has ET > 5 GeV and only

a small hadronic energy component. The energy of the electron is taken as the

sum of the energy of all cells belonging to the cluster, corrected for energy loss

before the calorimeter and lateral and for longitudinal leakages. The direction
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of the forward electron is defined by the barycentre of the cells belonging to the

cluster, assuming that the electron originated from the origin.

Improvements to electron reconstruction in 2011 and 2012

By default the ATLAS track fitting assumes a pion hypothesis for the modelling of

material effects. This does not account well for energy losses via bremsstrahlung.

Due to their small mass, these losses are most substantial for electrons, and

can have significant effects on their trajectories through the magnetic field. The

amount of material in the inner detector in terms of radiation lengths X0 is shown

in Figure 5.2. It is highly non uniform with high concentrations of material at

high η and at certain radii. This leads to large variations of the reconstruction

efficiency as a function of η, and degradations in estimates of the track parame-

ters. To this end the default ATLAS reconstruction was progressively improved

in 2011 and 2012 to better account for energy losses due to bremsstrahlung in the

inner detector.

η

-3 -2 -1 0 1 2 3

]
0

R
a

d
ia

ti
o

n
 l
e

n
g

th
 [

X

0

0.5

1

1.5

2

2.5
Services

TRT

SCT

Pixel

Beam-pipe

ATLAS Preliminary
Simulation

Figure 5.2: Distribution of the inner detector material for each sub-detector as
a function of the pseudorapidity. The material of the Pixel and SCT detectors
includes passive material arising from electronics, cabling, cooling and mechanical
support. Figure from [89].

The radiative loss of energy via bremsstrahlung is highly non-Gaussian, and so

is not well modelled by the standard Kalman Filter, which can only incorporate

Gaussian noise terms. A non-linear extension of the Kalman filter, the Gaussian
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Sum Filter (GSF), has been developed [90, 91]. It approximates the probability

distribution function (pdf) for energy loss from bremsstrahlung as a weighted

sum of Gaussian components, and uses a separate Kalman Filter to process each

one. For example, one can consider the extrapolation of a measurement from a

surface k − 1 with state described by nk−1 components to surface k, where εk

Gaussians are used to describe the energy losses due to bremsstrahlung between

surfaces k−1 and k. A separate Kalman Filter is then applied to each of the nk−1

components, for each of the εk noise terms, resulting in the state at surface k being

described by nk = nk−1 · εk components. At each layer the number of components

is artificially reduced to a fixed number by merging similar components, in order to

make the extrapolation computationally feasible. Using the GSF allows for better

pattern recognition by picking up hits occurring after kinks in tracks caused by

bremsstrahlung, as well as improving the resolution of the track parameters.

For 2011 data taking, ‘brem-refitting’ was applied to reconstructed electron

candidates [89]. For technical reasons, it was not possible to include the bremsstrahlung

recovery from the beginning of electron reconstruction. Instead, electrons were re-

constructed using the standard pion-hypothesis tracking and track cluster match-

ing as described above. The tracks of these candidates were then refitted using

the GSF algorithm, and the rest of the electron reconstruction chain re-run using

these refitted candidates. This led to the best matches between cluster and track

changing in approximately 5% of cases at high pseudo-rapidity (0.8 % overall).

However, since it was only possible to run the refitting on tracks already associ-

ated to electron clusters using the standard tracking, the full benefit of using GSF

was not gained as many tracks with significant energy loss from bremsstrahlung

would not be reconstructed successfully by the standard tracking and thus could

not be re-fitted. For this reason the brem-refitting did not significantly improve

the reconstruction efficiency, but did significantly improve the resolution of track

parameters in the bending plane such as d0, d0/σ(d0), φ and q/p. For example,

Figure 5.3 shows the impact parameter significance (d0/σ(d0)) distribution with

and without the GSF refit.

In 2012, improvements were made to all stages of the electron reconstruction

chain, from the initial tracking pattern recognition through to the track cluster

matching [92].

Since the GSF tracking takes approximately 10 times more time to run than

the standard Kalman filter, it is not feasible to fit all tracks using the GSF when

doing the initial pattern recognition and track finding (see Section 5.1.1). Addi-

tionally, the use of such a filter with electron hypothesis would adversely affect
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Figure 5.3: Distribution of the simulated transverse impact parameter significance
for GSF (open red) and standard (solid black) electrons from Z-boson decays.
Figure from [89].

non-electron tracks. Instead, the effects of bremsstrahlung on electron tracks are

crudely modelled at the initial pattern recognition by allowing for 30% energy

loss at each surface for tracks with momentum above 1 GeV. In order to avoid

degrading non-electron tracks, this allowance is made only in regions of interest

in a cone of ∆R < 0.3 around EM calorimeter clusters.

The global χ2 fitter was also improved to allow for electron hypothesis tracks

by refitting tracks with a low χ2 with an energy loss term for the most significant

bremsstrahlung energy loss. The modified χ2 fitter gives a significant improvement

in the track parameter resolution, giving an improvement almost as great as using

the more sophisticated GSF algorithm, but running in approximately one tenth

of the time.

At this stage, there will still be a number of tracks which had large energy
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losses from bremsstrahlung and were consequentially badly fitted. A refit using

the GSF fitter described above is thus carried out for all tracks loosely matched

to an EM calorimeter cluster. This two-step procedure is carried out so that

only tracks which have a chance of forming an electron candidate are fitted with

the time-consuming GSF fitter. The final matching of the refitted tracks to the

clusters and the selection of the best match is also improved by scaling the track

momentum to the cluster energy before extrapolating the track to the cluster

barycentre.

Overall, these improvements increase the electron reconstruction efficiency by

∼ 2% in the calorimeter barrel and ∼ 5% in the calorimeter endcaps. For low ET

electrons (ET < 20 GeV) the improvement is up to 6%.

Electron Reconstruction Efficiencies

Figure 5.4 shows the electron reconstruction efficiency in 2011 and 2012 as a

function of the pseudo-rapidity and the transverse energy of the electron cluster.

These are measured in the data with a tag-and-probe technique using Z → ee,

W → eν and J/ψ → e−e+ decays [87]; the efficiencies predicted by Monte Carlo

are also shown. The reconstruction efficiency in 2011 drops by approximately 4%

between central and forward pseudo-rapidities. In 2012 the overall reconstruc-

tion efficiency improves by approximately 2% at central pseudo-rapidity, and the

drop-off in efficiency at high pseudo-rapidity is reduced to roughly 1%. Similarly,

the reconstruction efficiency at low ET improves by roughly 6% in 2012 with re-

spect to 2011. Good agreement is observed between the reconstruction efficiency

observed in data and the efficiency predicted by simulation. Scale-factors, param-

eterised as a function of η and ET, are applied to the Monte Carlo to correct the

reconstruction efficiency to that observed in data.

The charge mis-identification rate is also measured using a tag-and-probe tech-

nique, and is found to be about 0.5% in the barrel and up to 8% at the limit of

the Inner Detector tracker. The rates are observed to be well simulated in the

Monte Carlo [87].

Electron Energy Calibration

A first measurement of the EM calorimeter energy scale is derived from test beam

measurements, however there are large uncertainties in the transfer of the mea-

surement from the test-beam to the actual ATLAS environment. Further, the

calorimeter energy response needs to be calibrated to account for the varying
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Figure 5.4: Electron reconstruction efficiency in 2011 and 2012 as a function of (a)
the cluster η and (b) the cluster ET. The solid coloured points show the efficiency
observed in data whilst the open points show the simulated efficiency in Monte
Carlo. Figures from [93].

amount of dead material before the calorimeters as a function of pseudo-rapidity.

Monte Carlo-derived calibrations are applied to the clusters to correct for dead

material and leakage outside the calorimeter. The energy response is further cal-

ibrated in-situ using Z → ee decays. This also allows the inter-calibration of

different regions of the calorimeters in η. The measured energy of an electron

candidate in region i can be related to its true energy by:

Emeas = Etrue(1 + αi) (5.2)

where Etrue is the true electron energy, Emeas is the measured energy after apply-

ing the Monte Carlo based energy-scale correction and αi measures the residual

mis-calibration. The residual calibrations are determined by selecting pairs of

opposite-sign high pT electrons with a di-electron invariant mass near to the Z

peak. The α parameters are obtained by performing an unbinned fit minimising

the log-likelihood function:

− lnLtot =
∑
i,j

Nevents
ij∑
k

[
− lnLij

(
mk

1 +
αi+αj

2

)]
(5.3)

where i, j label the η regions of the two electrons from the Z → ee decay, mk

is the measured di-electron mass (after applying the test-beam and Monte Carlo

calibrations) in event k and Lij(m) is a probability density function describing

the likelihood of observing a Z → ee decay with mass m. The pdf is taken from

Monte Carlo simulation. The resulting calibration parameters αi, measured in
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2010 data, are shown in Figure 5.5(a). Figures 5.5(b) and 5.5(c) show the cali-

bration parameters measured as a function of time in 2011 and 2012 respectively,

and Figures 5.5(d) and 5.5(e) show the parameters as a function of the average

number of interactions per bunch crossing due to pileup for 2011 and 2012 data

respectively. The calibration is found to be constant in time, and insensitive to

pileup. The linearity of the response with respect to electron energy is checked by

applying a similar procedure to electrons from J/ψ → e−e+ decays (for which the

sample is much more statistically limited). The results are found to be in good

agreement with the results from Z → ee decays, and the resulting difference is

assigned as an energy scale systematic at low ET.

The electron energy resolution is also measured in data. The fractional energy

resolution is parameterised as:

σ(E)

E
=

a√
E
⊕ b

E
⊕ c (5.4)

where a is the sampling term, b is the noise term and c is the constant term.

Due to limited statistics, only the constant term is measured in data, and the

description of the sampling and noise terms is taken from simulation. Figure 5.6

shows the observed di-electron mass distribution for all η bins for data taken in

2011 after applying the energy calibration described above. The distribution is

fitted to a Breit-Wigner to model the Z lineshape convolved with a Crystal-Ball

function to model the detector resolution and effects of FSR. The constant term

is extracted by comparing the width of the Crystal-Ball functions in the data and

in the simulation. Since the resolution observed in data is slightly worse than the

simulated resolution, a Gaussian smearing is applied to electron energies in the

simulation to reproduce the resolution observed in the data.

5.3.3 Electron Identification

The electron candidates reconstructed as described in the previous section will

contain a high contamination from jets faking electrons, non-isolated electrons

from decays in jets, and electrons from photon conversions. In order to identify

prompt electrons, a cut-based identification is used. Cuts are made on variables

relating to the shape of the electromagnetic shower in the calorimeter, the quality

of the inner detector track, the track-calorimeter matching and particle identifi-

cation information from the TRT. The cuts were optimised using a multivariate

analysis program (TMVA), in 10 bins of cluster η and 11 bins of cluster ET from
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Figure 5.5: Figure (a) shows the energy-scale correction factor α as a function of
the pseudorapidity of the electron cluster derived from fits to Z → ee in 2010 [87].
The errors shown are statistical only. Figures (b) and (c) show the stability of the
energy-scale correction factor α (integrated over all η) in 2011 [94] and 2012 [95]
respectively. Figures (d) and (e) show the stability with respect to pile-up in
2011 [94] and 2012 [96] respectively.

5 GeV to > 80 GeV. Three reference sets of cuts are used, denoted Loose++,

Medium++ and Tight++, designed to give progressively greater background rejec-

tion, at the cost of signal efficiency. The expected jet rejections (from simulation)
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Figure 5.6: Di-electron mass distribution after applying the energy scale calibra-
tion. The points show the distribution observed in data whilst the histogram
shows the prediction from simulation. The red line shows a fit to the data using
a Breit-Wigner convolved with a Crystal-Ball function in order to determine the
resolution. Figure from [97].

of the three points are 500, 5000 and 50000 respectively [86]. In 2012, the identifi-

cation selections were re-optimised with respect to the 2011 selections to prevent

drops in efficiency of up to 20% in events with high pileup .

The variables cut on at the different working points are described below. Sim-

ulated distributions for these variables in the 2012 reconstruction for prompt

electrons from Z boson decays and from hadrons reconstructed as electrons are

shown in Figures 5.7 and 5.8. Typical values of the cuts in 2012 for the bin with

0.1 < |η| < 0.6 and 20 GeV< pT < 30 GeV are also indicated on the plots; these

are the cuts made in the Loose++ selection, so long as the variable in question is

cut on in Loose++, otherwise the cut value for the loosest selection at which the

variable is cut on is shown.

Loose++ Requirements

In both 2011 and 2012 the Loose++ selection makes cuts on shower-shape variables

in the first and second layers of the EM calorimeter, leakage into the hadronic

calorimeter, track quality in the silicon detectors, and loose track cluster matching.

The variables cut on are as follows:

• Shower Shapes: cuts are made on the following shower-shape variables

which distinguish between electromagnetic showers originating from elec-

trons or photons and hadronic showers originating from particles in jets:
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– Hadronic leakage, Rhad, the ratio of ET in the first layer of the hadronic

calorimeter to the ET of the EM cluster. In the range 0.8 < |η| < 1.37

the ET of the full hadronic calorimeter is used, to compensate for the

crack between the barrel and extended barrel of the tile calorimeter.

– Rη, the ratio of the energy in the middle layer of the calorimeter in

3 × 7 cells to the energy in 7× 7 cells centered at the electron cluster

position.

– wη2, the lateral width of the shower in the second layer of the EM

calorimeter.

– Eratio, the ratio of the energy difference between the largest and second

largest energy deposit in the first layer of the EM calorimeter to the

sum of their energies.

– wstot, the total width of the shower in the first layer of the EM calorime-

ter.

• Silicon Hits: at least 7 hits in the silicon detectors, of which at least one

must be in the pixel detector. This ensures good track quality and rejects

backgrounds from conversions or decays such as π0 → e+e−.

• Track-Cluster matching: a loose matching in η is applied, requiring ∆η <

0.015; this ensures that the track and the cluster originate from the same

physical particle and rejects backgrounds from combinatoric fakes.

The shower-shape variables Rη and Rhad are particularly susceptible to pileup

since they sample a large area of the calorimeter. Cuts on these variables were

therefore loosened in 2012 with respect to 2011, reducing the rejection power of

Loose++ by about 20%.

Medium++ Requirements

All Loose++ cuts are required to be passed, and in addition:

• Shower Shapes: the shower-shape cuts made in Loose++ (Rη, Rhad, wη2,

Eratio, wstot) are made tighter. For 2012, the cuts on Rη and Rhad were

loosened with respect to 2011, and made at the same value as for Loose++,

whilst the cuts on wη2, Eratio and wstot were tightened with respect to 2011.

• Track-Cluster matching: a tighter matching in η is applied, requiring

∆η < 0.005.



5.3. ELECTRON RECONSTRUCTION AND IDENTIFICATION 114

• Impact Parameter: require that the electron’s track has a transverse

impact parameter |d0| < 5 mm; this rejects backgrounds from electrons

originating from decays of hadrons in jets.

• Silicon Hits: stricter requirements are made on hits in the silicon detectors.

It is required that there is at least one hit in the b-layer for |η| < 2.01

(|η| < 2.37 in 2012). In 2011, at least 1 Pixel hit is required for |η| < 2.01

and at least two for |η| > 2.01. For 2012, two Pixel hits are required in all

bins.

• Fraction in third calorimeter layer f3: for 2012 a cut on the fraction

of the shower energy deposited in the third layer of the EM calorimeter was

added to compensate for the loosening of the cuts in the first layer of the

calorimeter. This cut is only applied for ET < 80 GeV, since the depth of

the EM shower and hence leakage into the third layer increases with energy.

• TRT High Threshold Hits A loose requirement is made on the fraction

of high-threshold (HT) hits from transition radiation photons in the TRT

detector (see Section 3.2.2).

Tight++ Requirements

All Medium++ cuts are required to be passed, and in addition:

• Shower Shapes: cuts on shower-shape variables are made at equal or

tighter values to those for Medium++. As for Medium++, the cuts on Rη and

Rhad were loosened in 2012 with respect to 2011, whilst the cuts on wη2,

Eratio and wstot were tightened.

• Track-Cluster matching: a cluster matching in φ is added, requiring

∆φ < 0.02, and cuts are made on the ratio of the cluster energy to the track

momentum, E/p.

• Impact Parameter: the transverse impact parameter cut is tightened to

|d0| < 1 mm.

• Silicon Hits: stricter requirements are made on hits in the silicon detectors,

requiring that there is at least one hit in the b-layer for all η, and, in 2012,

at least 2 hits in the Pixel detector for all η.

• Conversion Rejection: candidates matched to reconstructed photon con-

versions are rejected.
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Forward Electron Identification

Since in the forward region there is no tracking from the inner detector, identifica-

tion must rely on calorimeter shower-shape variables alone. A good discrimination

between electrons and hadrons may be made due to the fine transverse and lon-

gitudinal segmentation of the calorimeter, but it is not possible to distinguish

electrons and photons in the forward region. Two selections are defined for for-

ward electrons: Loose and Tight. The cuts are optimised in two bins of η for

2011 running (one for the EMEC and one for the FCAL) and in two bins of η and

four bins of number of primary vertices in the event (nPV ) for 2012.

The variables cut on at the two working points are described below. Expected

distributions from simulation for these variables in 2012 data for prompt electrons

from Z boson decays and from hadrons reconstructed as electrons are shown

in Figure 5.9. Typical values of the cuts in 2012 for the lowest nPV EMEC bin

are also indicated on the plots.

Forward Loose Requirements

Cuts are made on the following variables:

• Shower depth, λcentre: the distance of the shower barycentre from the

front face of the calorimeter along its axis.

• Longitudinal Second Moment, 〈λ2〉 the second moment1 of the distance

of each cell to the shower barycentre in the longitudinal direction.

• Transverse Second Moment, 〈r2〉 the second moment of the distance of

each cell to the shower barycentre in the transverse direction.

Forward Tight Requirements

All of the Loose cuts are required to be passed, and in addition cuts are made on

the following variables:

• Fraction of cluster energy in the most energetic cell, fmax.

• Normalised lateral moment, w2

w2+wmax
where w2 is the second moment

of ri setting ri = 0 for the two most energetic cells and wmax is the second

moment of ri setting ri = 4 cm for the two most energetic cells and ri = 0

for the remaining cells.

1The nth moment is defined as 〈xn〉 =
∑

i Eix
n
i∑

i Ei
where i runs over all cells in the cluster.
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• Normalised longitudinal moment, l2
l2+lmax

where, similarly to the nor-

malised longitudinal moment, l2 is the second moment of λi setting λi = 0

for the two most energetic cells and lmax is the second moment of λi setting

λi = 10 cm for the two most energetic cells and λi = 0 for the remaining

cells.

Electron Identification Efficiencies

Figure 5.10 shows the electron identification efficiency in 2011 and 2012, measured

in a similar fashion to the reconstruction efficiency described above, as a function

of the number of reconstructed primary vertices in the event. Using the 2011

identification requirements, the efficiency can drop by over 5% in events with

18 reconstructed primary vertices with respect to the efficiency in events with a

single primary vertex. Figure 5.11 shows the Loose++ identification efficiency as

a function of ET, using the 2011 requirements. Differences at the level of a few

percent are observed between the efficiency measured in data and the efficiency

measured in Monte Carlo simulation. This is mainly attributed to mis-modelling

of the shower-shape variables in the Monte Carlo. Scale-factors, parameterised as a

function of η and ET, are applied to the Monte Carlo to correct the reconstruction

efficiency to that observed in data.
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Figure 5.7: Simulated distributions of variables used in central electron identification.
The black histogram shows the distributions for prompt electrons from decays of Z
bosons, whilst the red histogram shows the distributions for hadrons reconstructed as
electrons. Since the shapes of the distributions are different in the different regions of
the calorimeter, only electrons and hadrons in the LAr barrel region (|η| < 1.47) are
shown. The blue lines indicate typical values of the cuts, which are optimised in 50 bins
of pT and η. See the text for a description of the variables.
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Figure 5.8: Simulated distributions of variables used in central electron identification.
The black histogram shows the distributions for prompt electrons from decays of Z
bosons, whilst the red histogram shows the distributions for hadrons reconstructed as
electrons. Since the shapes of the distributions are different in the different regions of
the calorimeter, only electrons and hadrons in the LAr barrel region (|η| < 1.47) are
shown. The blue lines indicate typical values of the cuts, which are optimised in 50 bins
of pT and η. See the text for a description of the variables.
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Figure 5.9: Simulated distributions of variables used in forward electron iden-
tification. The black histogram shows the distributions for prompt electrons
from decays of Z bosons, whilst the red histogram shows the distributions for
hadrons reconstructed as electrons. The blue lines indicate the cut values for
2.47 < |η| < 3.16. See the text for a description of the variables.
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5.4 Muon Reconstruction and Identification

5.4.1 Muon triggers

Muons are triggered on at L1 using the RPC in the barrel (|η| < 1.05) and the

TGC in the endcaps (|η| < 2.4). As shown in Figure 5.12, the muon trigger

chambers are arranged in three planes of two to four layers; the L1 trigger fires on

coincident hits in different planes. The coverage is ∼99% in the endcaps but only

∼80% in the barrel due to gaps for services and the detector feet. The RPC planes

consist of doublets of independent layers, and for low pT triggers a coincidence in

three out of the four layers of the two inner planes is required. The high pT triggers

start from the low pT triggers, and look for hits in one of the two layers of the third

plane (referred to as the high pT confirmation plane). Similarly, the two outermost

planes of the TGC consist of doublets of independent detectors and low pT triggers

again require the coincident hits in three out of four layers. The TGC inner plane

has three layers; high pT triggers require coincidences in at least two out of the

three layers of this plane, in addition to the coincidences of a low pT trigger.

Coincidences are generated separately for η and φ; a coincidence is required in

both co-ordinates for the trigger to be fired. To apply a pT threshold to the

trigger the coincidences are required to fall inside roads: parameterised geometrical

regions corresponding to muons of either charge with momentum above a given

pT threshold. In 2011 the L1 pT threshold for the primary single muon trigger

was 15 GeV; in 2012 it was 20 GeV.

The muon HLT uses similar algorithms to the online muon reconstruction de-

scribed below. At L2, each L1 muon candidate is refined by including precision

hit data from the MDT and CSC in a RoI defined by the L1 candidate. Muon

spectrometer (MS) tracks are built by opening narrow roads around the L1 trigger

chamber hits and associating hits from other chambers with the track. A rough

pT measurement is obtained using a lookup table. The MS tracks are then com-

bined with ID tracks, reconstructed using the same fast L2 ID tracking as the

electron L2 trigger. The muon EF uses the full offline algorithms, running in RoIs

determined by the L2 trigger. There are two reconstruction strategies used at EF

level: outside-in (starting from the reconstructed MS tracks, extrapolating to the

beamline and attempting to combine with an ID track) and inside-out (starting

from ID tracks and attempting to extrapolate to the MS). In 2011, both strategies

were run in parallel to maximise efficiency. In 2012, to reduce processing time,

the outside-in algorithm is run first, and only in events failing the trigger at this
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Fig. 16 A section view of the L1 muon trigger chambers. TCG I was
not used in the trigger in 2010

4.3.1 L1 Muon Trigger Architecture

Muons are triggered at L1 using the RPC system in the bar-
rel region (|h | < 1.05) and the TGC system in the end-cap
regions (1.05 < |h | < 2.4), as shown in Fig. 16. The RPC
and TGC systems provide rough measurements of muon can-
didate pT, h , and f . The trigger chambers are arranged in
three planes in the barrel and three in each endcap (TCG I
shown in Fig. 16 did not participate in the 2010 trigger).
Each plane is composed of two to four layers. Muon can-
didates are identified by forming coincidences between the
muon planes. The geometrical coverage of the trigger in the
end-caps is ⇡ 99%. In the barrel the coverage is reduced to
⇡ 80% due to a crack around h = 0, the feet and rib support
structures for the ATLAS detector and two small elevators
in the bottom part of the spectrometer.

The L1 muon trigger logic is implemented in similar
ways for both the RPC and TCG systems, but with the fol-
lowing differences:

– The planes of the RPC system each consist of a doublet
of independent detector layers, each read out in the h
(z) and f coordinates. A low-pT trigger is generated by
requiring a coincidence of hits in at least 3 of the 4 layers
of the inner two planes, labelled as RPC1 and RPC2 in
Fig. 16). The high-pT logic starts from a low-pT trigger,
then looks for hits in one of the two layers of the high-pT
confirmation plane (RPC3).

– The two outermost planes of the TGC system (TGC2
and TGC3) each consist of a doublet of independent de-
tectors read out by strips to measure the f coordinate
and wires to measure the h coordinate. A low-pT trigger
is generated by a coincidence of hits in at least 3 of the 4
layers of the outer two planes. The inner plane (TGC1)
contains 3 detector layers, the wires are read out from
all of these, but the strips from only 2 of the layers. The
high-pT trigger requires at least one of two f -strip layers

and 2 out of 3 wire layers from the innermost plane in
coincidence with the low-pT trigger.

In both the RPC and TGC systems, coincidences are gener-
ated separately for h and f and can then be combined with
programmable logic to form the final trigger result. The con-
figuration for the 2010 data-taking period required a logical
AND between the h and f coincidences in order to have a
muon trigger.

In order to form coincidences, hits are required to lie
within parametrized geometrical muon roads. A road repre-
sents an envelope containing the trajectories, from the nom-
inal interaction point, of muons of either charge with a pT
above a given threshold. Example roads are shown in Fig. 16.
There are six programmable pT thresholds at L1 (see Ta-
ble 1) which are divided into two sets: three low-pT thresh-
olds to cover values up to 10 GeV, and three high-pT thresh-
olds to cover pT greater than 10 GeV.

To enable the commissioning and validation of the per-
formance of the system for 2010 running, two triggers were
defined which did not require coincidences within roads and
thus gave maximum acceptance and minimum trigger bias.
One (MU0) based on low-pT logic and the other
(MU0 COMM) based on the high-pT logic. For these trig-
gers the only requirement was that hits were in the same
trigger tower (h ⇥ f ⇠ 0.1 ⇥ 0.1).
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4.3.2 L1 Muon Trigger Timing Calibration

In order to assign the hit information to the correct bunch
crossing, a precise alignment of RPC and TGC signals, or

Figure 5.12: Cross sectional view of the muon trigger chambers. Figure from [100].

stage is the inside-out algorithm run. In 2011 the HLT threshold used for the

primary single muon trigger was 18 GeV; in 2012 it was raised to 24 GeV. The

muon trigger is not sensitive to pile-up, but modifications were required in 2012 in

order to keep the rate at an acceptable level in the higher luminosity conditions.

To achieve this an ID track based isolation cut was applied at EF level, requiring

that the sum of the pT of tracks in a cone of ∆R < 0.2 around the muon track

be less than 12% of the muon’s pT. Only tracks with pT > 1 GeV enter the calcu-

lation, and to reduce pileup dependency, must have |∆z0| < 6mm, where ∆z0 is

the difference in longitudinal impact parameter between the track and the muon

track.

5.4.2 Reconstruction and Identification

Muon reconstruction is in general based on combinations of accurate measure-

ments in the muon spectrometer and the inner detector [101, 102]. There are four

categories of muons:

• Combined: combination of an MS track with an ID track. In general

limited by the acceptance of the ID, |η| < 2.5, but due to the complicated

nature of the magnetic field it is possible to form Combined muons beyond

this.
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• Segment-Tagged: combination of an ID track with an MS track segment.

An MS track segment is a straight line track segment reconstructed in a

single MS station (as defined in Section 3.2.5) where the segment did not

form a full MS track. The track parameters of the reconstructed muon are

taken solely from the ID track.

• Stand-Alone: a muon track reconstruction based solely on MS measure-

ments. Possible over the full acceptance of the MS, |η| < 2.7.

• Calorimeter-Tagged: ID tracks are tagged as originating from muons by

matching them to calorimeter deposits consistent with a minimum ionising

muon. No MS information is used.

Since Combined muons have a fully reconstructed track in both the ID and the

MS, they are the preferred muon type and will have the best track parameter reso-

lution. The ID provides the best momentum measurement at low to intermediate

momenta, whereas the MS provides the better measurement at higher pT (roughly

for pT > 100 GeV). Combination with an ID track improves the momentum res-

olution over the range 4 < pT < 100 GeV. Segment-Tagged muons are useful to

recover efficiency at low pT where muons may only reach the inner layer of the

muon chamber and in regions of limited detector acceptance. Stand-Alone muons

are useful to extend coverage beyond the coverage of the ID. Calorimeter-Tagged

muons suffer large fake rates from jets and electrons, but can be used to recover

acceptance at |η| < 0.1 where there are gaps in the muon chambers to provide

space for services to the ID, the solenoid magnet and the calorimeters.

There are two parallel muon reconstruction chains in use in ATLAS, STACO[103]

and MUID. Each uses slightly different track finding algorithms, and approach the

combination of ID and MS tracks in different ways. MUID performs a global refit

of hits in the MS and the ID, whereas STACO attempts a statistical combination

of the two track measurements, weighting the relative contributions according to

their covariance matrices. The two chains are found to give similar performance.

The measurements in this thesis all use muons reconstructed with the STACO chain,

so this chain is described in detail here.

The STACO chain begins with the reconstruction of MS tracks using the MuonBoy

algorithm. First, the muon trigger chambers are used to identify Regions of Ac-

tivity (RoA). The RoA are areas of size ∆η × ∆φ = 0.4 × 0.4 where there is at

least one RPC or TGC hit in both co-ordinates. Local straight track segments are

then reconstructed within the RoA by attempting to combine each MDT hit in
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a multilayer2 with each MDT hit in the other multilayer of the same or adjacent

station. This gives four possible track segments. Each of these segments is extrap-

olated to the rest of the MDT tubes in the station and matched with hits. The

segment candidates are required to point loosely towards the interaction point,

and cuts are applied on the χ2 of the track segment, with penalties for missing

hits.

Track candidates are then formed by combining at least two segments from

different stations to form track candidates, as follows. The tracks are seeded from

track segments that have at least one hit from a trigger-chamber to provide a

measurement in the non-bending plane. A first rough estimate of the momentum is

deduced from the position and direction of the segment. Each of these segments is

then extrapolated to the other stations, and matches in position and direction are

found. Since the track momentum is not well known at this point, a ‘momentum-

scan’ of several possible momentum values is performed. The best match (if any)

is chosen, and the track segments are combined and refitted to obtain a more

accurate momentum measurement. A second, finer momentum scan is performed

around the improved momentum estimate, extrapolating to all other stations, and

segments which match to the track are added to it. The track is then refitted (still

using the track segments as inputs) to more accurately determine the momentum,

position and direction.

Next a global fit is performed on the candidate tracks, starting from the best

results of the previous fit, but using the full raw hit information rather than the

track segments. This gives a better estimate of the likelihood of the track and gives

a better discrimination of outlier hits from ‘good’ hits. Finally, a last fit including

a detailed description of the material traversed by the tracks is performed. This fit

properly takes into account multiple scattering effects, by including the scattering

angles at a set of discretised scattering centres in the fit. The energy loss due to

interactions is also taken into account by parametrising the most probable energy

loss as a function of the track momentum and the amount of material crossed.

The selection of reconstructed muons is made based on the χ2 quality of this final

fit.

Selected muon tracks are then extrapolated back to the interaction point,

correcting for energy loss and multiple scattering in the calorimeters and the

material of the ID 3. MS tracks are combined with ID tracks by selecting tracks

to be paired on the basis of a match χ2, defined from the difference between the

2Each station consists of two multilayers of MDT sandwiched between RPC chambers
3The typical energy loss in the calorimeter is ∼ 3 GeV.
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two sets of track parameters weighted by their combined covariance matrix. The

track parameters are combined, weighting the relative contributions according to

their covariance matrix.

The efficiency of the muon reconstruction in the MS decreases very rapidly

with decreasing pT because accurate tracking of low pT muons in the highly in-

homogeneous magnetic field is very complicated. Furthermore as pT decreases,

the energy lost by the muons inside the calorimeters becomes comparable to their

energy, especially in the barrel region. The MuTag algorithm is used to recover

efficiency at low pT by starting from ID tracks, extrapolating them to the inner

station of the MS and attempting to match them with MS track segments not yet

associated to Combined tracks, yielding Segment-Tagged muons.

Calorimeter-Tagged Muons

It is also possible to reconstruct muons independently of the MS by using the

calorimeter to tag inner-detector tracks originating from muons. A muon with

sufficient momentum will traverse all layers of the calorimeter, leaving a small

energy deposit in each layer. It is possible to distinguish this pattern of energy

deposition from that of other particles. A low-momentum hadron will deposit

most of its energy in the first layers of the calorimeter, leaving no signal in the

last layers. High-momentum hadrons will deposit most of their energy in the

core cells, and electrons will deposit most of their energy in the EM calorime-

ter. The CaloTrkMuID algorithm identifies muon candidates by requiring an ID

track matched to a signal consistent with a minimum-ionising particle in each

layer of the calorimeter. Both a cut-based quality selection and a likelihood ratio

based quality selection are used, and muon candidates passing either are accepted.

Calorimeter tagged muons are used to recover efficiency at |η| < 0.1 where there

is a gap in the muon-spectrometer.

Reconstruction Efficiencies

Figure 5.13 shows the observed reconstruction efficiency for muons reconstructed

as either Combined or Segment-Tagged in the 2011 data, measured using a tag

and probe technique on Z boson decays [102], as well as the efficiency predicted

by the Monte Carlo simulation. The efficiency is seen to drop significantly for

|η| < 0.1 for reasons explained above. The efficiency for calorimeter tagged muons

is also shown, and it is seen that they effectively recover the loss in efficiency at

|η| < 0.1. The muon reconstruction efficiency is seen to be almost constant as
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a function of pT. In both pT and η good agreement is seen between the Monte

Carlo simulation and the data, but as with the electrons, scale-factors are applied

to the Monte Carlo to reproduce the efficiency observed in data. The muon charge

mis-identification rate is found to be negligible.
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Figure 5.13: Muon reconstruction efficiency in 2011 as a function of (a) the pseudo-
rapidity and (b) the transverse momentum of the muon for muons reconstructed
as either Combined or Segment-Tagged using the STACO algorithm. The solid
black points show the efficiency observed in data, and the open red circles show
the efficiency predicted by Monte Carlo simulation. In figure (a) the efficiencies
for calorimeter tagged muons are also shown for |η| < 0.1 (solid blue triangles for
data and open green triangles for Monte Carlo). Figures from [104].

Muon Momentum Resolution

The muon momentum resolution in the MS can be parameterised as:

σ(p)

p
=
pMS

0

pT
⊕ pMS

1 ⊕ pMS
2 · pT (5.5)

where pMS
0 , pMS

1 and pMS
2 are coefficients related to the energy loss in the calorime-

ters, multiple scattering and intrinsic resolution, respectively. For the ID, the mo-

mentum resolution depends on the track length measured in the active elements,

which is reduced at the edges of the detector where particles will not traverse all

layers of the TRT. The ID muon momentum resolution can thus be parameterised

as:

σ(p)

p
=

{
pID1 ⊕ pID2 · pT for |η| < 1.9

pID1 ⊕ pID2 · pT · 1
tan2(θ)

for |η| > 1.9
(5.6)

The muon momentum resolution is measured in data using Z → µµ decays.
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The width of the reconstructed di-muon invariant mass peak at the Z pole is

fitted to a convolution of a Breit-Wigner modelling the natural width of the Z

boson, and a Gaussian modelling the muon momentum measurement resolution.

The distributions measured in the ID and the MS are fitted independently to

obtain separate measurements of the di-muon mass resolution in the two sub-

detectors. An iterative fitting procedure is then carried out to obtain the single

muon resolution parameters pID2 , pMS
1 and pMS

2 . A series of simulated di-muon

mass distributions are produced for various momentum resolution values and then

matched to the one observed in data. The difference between the independent mo-

mentum measurements in the ID and MS is included in the fit. The inner detector

multiple scattering term pID2 is determined separately using the reconstructed K0
s

mass and the observed J/ψ width. A smearing is applied to the simulated muon

momentum in order to reproduce the resolution observed in data.

Figure 5.14 shows the observed di-muon mass resolution. For Combined

muons, the resolution is of order 2-3 GeV across the full pseudo-rapidity range.

Also shown in Figure 5.14 is the simulated di-muon resolution before and after

correcting the resolution to that observed in the data as described in the last

paragraph.
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(a) (b)

(c)

Figure 5.14: Di-muon mass resolutions for (a) muon tracks measured in the muon
spectrometer, (b) muon tracks measured in the inner detector, and (c) Combined
muon tracks. The solid points show the measured values in selected Z → µµ events
in data collected in 2012. The blue points show the resolution in simulated Z →
µµ decays, and the red diamonds show the simulated resolution after applying
muon momentum resolution corrections to the simulation. Figures from [105].
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5.5 Jet Reconstruction

Partons produced in particle interactions are not physically observable since they

hadronise and produce a collimated shower of particles known as a jet. In order

to reconstruct the jet in a physically meaningful way, it is necessary to specify an

algorithm to associate multiple energy deposits in the calorimeters to a single jet

(clustering) and a recombination scheme for how to combine their four-momentum.

Jet algorithms need to be theoretically well behaved with respect to QCD di-

vergences. In particular, it is important that the jets produced are not affected

by soft emissions (the algorithm must be infrared safe) and are not affected if a

parton splits into two collinear partons (the algorithm must be collinear safe). Ad-

ditionally, the algorithm must give the same physics results regardless of whether

the input is partons or particles from Monte Carlo simulation or calorimeter clus-

ters. There are two main classes of jet clustering algorithm: cone algorithms

and successive combination algorithms. Cone algorithms start from seed ob-

jects and add in all other objects within a cone of a specified size in ∆R, where

∆R =
√

(∆η)2 + (∆φ)2. Cone algorithms are generally theoretically unsafe as

soft or collinear emissions can affect the choice of seeds. Successive combination

algorithms iteratively merge pairs of objects according to a definition of distance

that generally involves the distance between the objects and their transverse mo-

mentum.

In ATLAS, the default jet clustering algorithm is a successive combination

algorithm called anti-kt [106]. This combines objects according to the distance

parameters di,j = min(p−2
T,i, p

−2
T,j) · ∆R

R
and di,beam = p−2

T,i where pT,i is the transverse

momentum of object i and ∆R is the distance between objects i, j in η, φ as

defined above. The parameter R is a parameter controlling the size of the jet, and

is analagous to the cone size in a cone based jet algorithm. The algorithm starts

with a list of all objects, and calculates di,j for all pairs of objects and di,beam

for all objects. If the minimum of all {di,j, di,beam} is a di,j the objects will be

merged; if it is a di,beam the object will be considered a jet and removed from the

list. This process is repeated until there are no objects remaining. This algorithm

is collinear and infrared safe as soft radiation is clustered to harder objects. It

results in regular conical jets, which is experimentally desirable since it gives a

well defined jet area that can be used for pileup supression. Where jets are used

in this thesis, the R parameter is set to be 0.4.

The four-momentum of the jet is obtained simply by summing the four-momentua

of the constituent objects. This scheme conserves energy and momentum, and al-
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lows a meaningful definition for the jet mass.

Jets in the calorimeter are reconstructed from three-dimensional topological

clusters of hadronic calorimeter cells, as described in Section 5.3.2. When con-

structing the jets, the topoclusters are considered as massless pseudo-particles,

with an energy equal to the sum of the energy of the constituent cells and with a

direction defined by a vector pointing from the origin of the ATLAS co-ordinate

system to the energy weighted cluster barycentre.

The ATLAS hadronic calorimeters are non-compensating, so do not compen-

sate for the different energy response of electromagnetically interacting particles

and hadronically interacting particles, and do not account for energy lost from

the hadronic shower due to production of secondary particles such as neutrons,

neutrinos and muons that escape from the calorimeter or due to leakage of the

shower out of the calorimeter. An important aspect of jet mesurements therefore

is the calibration of the hadronic calorimeter response [107]. First, the topologi-

cal clusters are corrected to the EM scale, correcting their energy such that the

response to purely electromagnetic showers would be correct. To achieve this, a

pT and η dependant correction is applied, derived from a combination of Monte

Carlo simulation, test-beam measurements and measurements of Z → ee decays

in data. Further corrections are applied to the clusters to correct for the effects

of pile-up, derived from minimum-bias data as a function of the number of pri-

mary vertices in the event. The cluster four momentum is is also modified so that

the cluster points to the primary vertex with the highest sum of track transverse

momentum.

The Jet Energy Scale (JES) correction is applied to jets constructed from the

EM scale clusters in order to correct for the non compensating nature of the

calorimeters, and also corrects for the effects of dead material, leakage outside

of the calorimeters and energy lost due to particles being deflected out of the

jet by the magnetic fields. The corection is parameterised by the jet pT and η

and is primarily derived from Monte Carlo simulation by comparing the energy of

reconstructed jets with the energy of a ‘truth’ jet constructed from the final state

particles that make up the jet. In-situ measurements such as Z+jet balance [108]

and Z + γ balance [109] are used to validate the Monte Carlo based corrections.
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Chapter 6

Object and Event Selection

In this chapter the electron, muon, and event-level selection requirements used

to select ZZ events are described. The requirements are slightly different for

the analysis of 7 TeV data (collected in 2011) and for the analysis of 8 TeV data

(collected in 2012), reflecting the different experimental conditions, such as higher

pile-up in 2012, as well as optimisations made for the analysis of the 2012 data.

After describing the selection requirements, the efficiency and acceptance of the

selection are discussed, and expected event yields are given. Finally, systematic

uncertainties associated with the reconstruction acceptance are considered.

6.1 Electron Selection

Electron reconstruction and identification was described in Section 5.3. Both

central electrons (with |η| < 2.47) and forward electrons are used for the 7 TeV

analysis; for the 8 TeV analysis, measurements of the forward electron recon-

struction efficiency in data were not available, and so the forward electrons are

not used. In addition to the identification requirements described in Section 5.3,

additional selection requirements are imposed to select electrons likely to have

originated from Z boson decays and to reject backgrounds. The electron selection

requirements are summarised in Table 6.1 and are described in more detail below.

6.1.1 Central Electron Selection

Central electrons, with |ηcluster| < 2.47, are reconstructed using the ‘standard’

electron algorithm as described in Section 5.3.2. For the 7 TeV data, the algorithm

used was slightly different to the ‘standard’ ATLAS electron reconstruction as

tracks were refitted using a Gaussian-sum filter (GSF) to account for the effect of

bremsstrahlung in the inner detector. For the 8 TeV data, this became the default

132
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Requirement 7 TeV 8 TeV

Central Electron Selection
Algorithm Standard (with GSF refit) Standard
Quality Good Data Quality Same
ID Selection Loose++ Same
η |ηcluster| < 2.47 Same
ET ET > 7 GeV Same
z0 |z0| < 2 mm |z0 sin(θ)| < 0.5 mm
d0/σ(d0) |d0/σ(d0)| < 6 Same
Track isolation ΣpT(∆R < 0.2)/pT < 0.15 Same
Calorimeter isolation ΣEcalo

T (∆R < 0.2)/pT < 0.3 Not Applied
Overlap removal a) Remove e if ∆R < 0.1 from µ Same

b) Remove lowest ET e in ∆R < 0.1
from another e

Same

Forward Electron Selection:
Algorithm Forward Not Used
Quality Good Data Quality
ID Selection Tight
η 2.5 < |ηcluster| < 3.16
ET ET > 20 GeV
Overlap removal Remove if overlaps with central elec-

tron or any muon in ∆R < 0.1

Table 6.1: Electron selection requirements.

reconstruction algorithm. Central electrons are required to pass the Loose++

identification requirements.

For electron candidates with 4 or more silicon (SCT and Pixel) hits, the en-

ergy of the electron is taken from the cluster measurement, and the η and φ are

taken from the track measurement (this requirement is automatically satisfied for

electrons passing the Loose++ identification requirements). For electron candi-

dates with fewer than 4 silicon hits, all electron parameters are taken directly

from the cluster. In both cases, the cluster η and φ are used for the η requirement

and for overlap removal. Using the energy and direction defined in this way, the

electron candidates are required to have ET > 7 GeV, where ET is defined as

E sin(θ) = E/ cosh(η).

A small number of the Front-End Boards (FEBs) of the LAr calorimeter were

inactive for the 7 TeV data taking in 2011; the exact number varied with time as

some were repaired whilst other developed faults. Additionally, for both 7 and

8 TeV data taking, a number of individual cells were masked in the readout (i.e.

had their energy set to zero) due to frequently producing high noise or failing to

give a readout. There were also regions where the High-Voltage supply to the LAr
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was faulty. Electrons are rejected if they fall into a region of η, φ space consistent

with the presence of a dead FEB in the first or second sampling layer, the presence

of a dead HV region affecting all three samplings, or the presence of a masked cell

in the core of the cluster.

To ensure that the candidates come from the primary vertex (defined as the

vertex that has the highest
∑
p2

T of associated tracks), requirements are applied

to the longitudinal impact parameter z0 of the electron track with respect to the

primary vertex. For 7 TeV data, the requirement is |z0| < 2 mm; for 8 TeV data,

the requirement is |z0 sin(θ)| < 0.5 mm. The unbiased impact parameter is used,

obtained by refitting the vertex without the track in question, then calculating

the impact parameter with respect to this refitted vertex, thus removing the pull

of the track from the vertex fit. The transverse impact parameter d0 must have a

significance (d0 divided by the error on its measurement, d0/σ(d0)) of magnitude

less than 6. This helps reduce backgrounds, particularly from decays of pions and

kaons in jets to electrons, since these decays occur further from the interaction

point giving larger impact parameters.

Isolation requirements are applied to reduce the backgrounds from jets misiden-

tified as electrons, or from electrons from decays in jets. The tracks of such objects

will typically be surrounded by many other tracks, and they will be surrounded

by large energy deposits in the calorimeter from other particles in the jet. Track

Isolation requirements are imposed, requiring that the sum of the pT of tracks

surrounding the electron’s track in a cone of ∆R < 0.21 be less than 15% of the

electron’s pT, i.e. ΣpT(∆R < 0.2)/pT < 0.15. Tracks included in the calculation

are required to have pT > 0.4 GeV, have impact parameters consistent with the

same vertex as the electron and have at least 9 silicon hits, thus ensuring good

track quality and purity. The impact parameter requirement means that this

variable is insensitive to pileup as most tracks from other (pileup) vertices are

excluded.

Additionally, for the 7 TeV data, a calorimeter isolation requirement is im-

posed. This is defined as the sum of calorimeter cell energies in a cone of ∆R < 0.2

around the barycentre of the electron cluster, excluding a 5x7 grid of cells in the

centre of the cone (which are assumed to be due to the electron). Cells from both

the EM and hadronic calorimeters are included. The requirement is that the sum

of such energies be less than 30% of electron ET, i.e. ΣEcalo
T (∆R < 0.2)/pT < 0.3.

This variable is particularly sensitive to pileup, as pileup events tend to deposit

1where ∆R =
√

(∆η)2 + (∆φ)2
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additional energy isotropically throughout the detector, thus increasing the en-

ergy in the isolation cone. A correction, parameterised by the number of vertices

reconstructed in the event, is applied to correct the isolation variable for extra

energy due to pileup. Additional corrections are applied to correct for leakage of

the electron’s energy out of the core cells of the cone, which tends to increase with

pT. Calorimeter isolation requirements were not applied to electrons in the 8 TeV

data.

Electrons closer than ∆R < 0.1 to a muon which passes all of the muon

selection requirements (see Section 6.2) are rejected. If two selected electrons

overlap within ∆R < 0.1, the lower-ET electron is removed, although in the case

of a central electron overlapping with a forward electron, which could occur near

the edge of the tracker, the central electron takes precedence.

The estimated efficiencies of the electron selection requirements for electrons

in ZZ events are shown in Table 6.2.

7 TeV 8 TeV
Requirement Ncut/Nall Ncut/Ncut−1 Ncut/Nall Ncut/Ncut−1

Object Quality 99.2± 0.1% 99.2± 0.1% 99.7± 0.0% 99.7± 0.1%
ET > 7 GeV 98.7± 0.1% 99.5± 0.1% 99.4± 0.0% 99.7± 0.1%
Overlap Removal 98.6± 0.1% 99.9± 0.1% 99.3± 0.0% 99.8± 0.1%
Loose++ 91.7± 0.1% 93.0± 0.1% 94.5± 0.1% 95.2± 0.1%
z0 91.4± 0.1% 99.7± 0.1% 94.2± 0.1% 99.7± 0.1%
d0 Significance 90.8± 0.1% 99.3± 0.1% 93.3± 0.1% 99.1± 0.1%
Track Isolation 90.4± 0.1% 99.6± 0.1% 92.2± 0.1% 98.8± 0.1%
Calorimeter Isolation 90.1± 0.1% 99.6± 0.1% Not Applied

Table 6.2: Efficiency of the central electron selection requirements. The efficiencies are
estimated from Monte Carlo after applying correction factors to correct the efficiencies
to those observed in data. The efficiencies shown are for single electrons, matched to
a generator-level electron from a Z decay within ∆R < 0.2, in events which fall in the
ZZ fiducial volume at generator level. The first and third columns show cumulative
efficiencies with respect to the number of reconstructed electrons within the η acceptance
(|η| < 2.46), for the 7 TeV and 8 TeV analyses respectively. The second and fourth
columns show the efficiency with respect to the previous requirement.

6.1.2 Forward Electron Selection

Electrons reconstructed using the forward electron reconstruction algorithm are

used to extend the pseudo-rapidity coverage beyond the limit of the tracker,

|η| < 2.5. Only electrons falling in the EMEC region are used, with pseudo-

rapidity 2.5 < |ηcluster| < 3.16. Since the lack of tracking makes it harder to reject
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hadronic and photon fakes, these electrons are required to pass tighter identi-

fication requirements: “Forward Tight”. Since forward electrons lack a track

measurement, it is impossible to determine their charge, and of course impossible

to apply track isolation and track parameter cuts. Forward electrons are required

to have ET > 20 GeV; this higher energy requirement is motivated by the dif-

ficulty of measuring reconstruction and identification efficiencies in data below

this energy and by the higher hadronic and photonic backgrounds at low energy.

Forward electrons are not used in the 8 TeV analysis.

The estimated efficiencies of the forward electron selection requirements for

forward electrons in ZZ events are shown in Table 6.3.

7 TeV
Requirement Ncut/Nall Ncut/Ncut−1

Object Quality 99.9± 0.1% 99.9± 0.1%
ET > 20 GeV 80.0± 0.5% 80.1± 0.5%
Overlap Removal 80.0± 0.5% 100.0± 0.0%
Tight ID 46.8± 0.7% 58.5± 0.7%

Table 6.3: Efficiency of the forward electron selection requirements. The efficiencies are
estimated from Monte Carlo after applying correction factors to correct the efficiencies
to those observed in data. The efficiencies shown are for single electrons, matched
to a generator-level electron from a Z decay within ∆R < 0.2, in events which fall
in the ZZ fiducial volume at generator level. The first column shows the cumulative
efficiencies with respect to the number of reconstructed electrons within the η acceptance
(2.47 < |η| < 3.16). The second columns shows the efficiency with respect to the
previous requirement.

6.1.3 Electron Distributions

To motivate the isolation, d0/σ(d0) and z0 requirements described above, Fig-

ure 6.1 shows the distribution of these variables for additional electron candidates

in events with an opposite-sign same-flavour di-lepton pair in the 7 TeV data.

The leptons forming the di-lepton pair are required to pass all of the selection

requirements described above, one must match to the triggering object within

∆R < 0.1 and have pT > 25 GeV, and they must have invariant mass satisfying

66 < m`−`+ < 116 GeV. Any additional electrons in the event are required to pass

the kinematic (pT, η) requirements and the Loose++ identification requirements;

the distributions of the isolation, d0/σ(d0) and z0 variables for these additional

electrons are shown in the plots.

The dominant physics processes contributing to this selection are Z → ``
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produced in association with jets or photons, tt̄ and diboson W+W−, W±Z and

ZZ. In the W±Z and ZZ processes, the additional electrons entering the plot

are mainly prompt isolated leptons from W± or Z decays. In the Z → ``, tt̄

and W+W− processes, the additional electron candidates mainly arise from jets

faking leptons, electrons from hadronic decays in jets, or from photon conversions.

These ‘background’ electrons tend to be less isolated, and have broader d0/σ(d0)

and z0 distributions.
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Figure 6.1: Distributions of (a) relative calorimeter isolation, (b) relative track
isolation, (c) impact parameter significance d0/σ(d0), and (d) longitudinal impact
parameter z0 for additional electron candidates in events containing an opposite-
sign same-flavour di-lepton pair with invariant mass 66 < m`−`+ < 116 GeV in
7 TeV data. The leptons forming the di-lepton pair are required to pass all of
the selection requirements described above, and one must match to the triggering
object within ∆R < 0.1 and have pT > 25 GeV. Additional electron candidates
other than those forming the di-lepton pair are required to pass the kinematic
selection requirements and the Loose++ identification requirements; only these
additional candidates are included in the plots.
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6.2 Muon Selection

Muon reconstruction was described in Section 5.4. Three distinct categories of

muons are used in this analysis: ‘central’ muons with |η| < 2.5, and ‘forward’

muons with 2.5 < |η| < 2.7, both reconstructed with the STACO algorithm; and

calorimeter tagged muons with |η| < 0.1, reconstructed without using the muon

spectrometer. As for electrons, additional selection requirements are applied to

select muons likely to have originated from Z boson decays and to reject back-

grounds. The muon selection requirements are summarised in Table 6.4 and are

described in more detail below.

6.2.1 Central Muon Selection

Central muons may be either Combined (with a full MS and ID track) or Segment-

Tagged (with a full ID track but only track segment in the MS), and have pT > 7

GeV and |η| < 2.47.

As for electrons, track and calorimeter isolation requirements are imposed

to reject backgrounds. In the case of muons this is mainly from heavy flavour

decays in jets and ‘punch-through’ of hadrons into the muon spectrometer. The

track isolation is defined in the same way as for electrons, and as for electrons

the requirement is ΣpT(∆R < 0.2)/pT < 0.15. The calorimeter isolation variable

is defined in a similar way to that for electrons, however the size of the ‘core’

deposit of energy attributed to the muon is smaller than in the case of electron

isolation, and varies by calorimeter component depending on the expected muon

energy deposition pattern (e.g. a single cell in the EM pre-sampler, but a 3x3

grid of cells in the second layer of the EM calorimeter). The calorimeter isolation

requirement is ΣEcalo
T (∆R < 0.2)/pT < 0.3, and as for electrons is only applied to

the 7 TeV data.

To ensure that the candidates come from the primary vertex, the magnitude of

the longitudinal impact parameter with respect to the primary vertex, |z0| must

be less than 2 mm for the 7 TeV data. For the 8 TeV data, the requirement is

|z0 sin(θ)| < 0.5 mm. The magnitude of the transverse impact parameter signifi-

cance, |d0/σ(d0)| is required to be less than 3.5(3) in the 7(8) TeV analysis. The

d0/σ(d0) requirement for muons is tighter than for electrons, since because muons

do not emit bremsstrahlung to the same extent as electrons, the track fit and thus

the resolution of the impact parameter is improved, so tighter requirements can

be made whilst maintaining high signal efficiency.
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Requirement 7 TeV 8 TeV

Central Muons
Algorithm STACO Same
Type Combined or Segment-Tagged Same
η |η| < 2.5 Same
pT pT > 7 GeV Same
ID Track Quality
- B Layer Hits ≥ 1 Same
- Pixel Hits ≥ 2 ≥ 1
- SCT Hits ≥ 6 ≥ 5
- Silicon ‘Holes’ < 3 Same
- TRT If |η| < 1.9: Require

nhits + noutliers > 5 and
noutliers/(nhits + noutliers) <
0.9

If 0.1 < |η| < 1.9: Require
nhits + noutliers > 5 and
noutliers/(nhits + noutliers) <
0.9

If |η| > 1.9: If
nhits + noutliers > 5 require
noutliers/(nhits + noutliers) <
0.9

If |η| > 1.9 or |η| < 0.1: If
nhits + noutliers > 5 require
noutliers/(nhits + noutliers) <
0.9

z0 |z0| < 2 mm |z0 sin(θ)| < 0.5 mm
d0/σ(d0) |d0/σ(d0)| < 3.5 |d0/σ(d0)| < 3
Track isolation ΣpT(∆R < 0.2)/pT < 0.15 Same
Calorimeter isolation ΣEcalo

T (∆R < 0.2)/pT < 0.3 Not Applied

Forward Muons
Algorithm STACO Same
Type Combined or Stand-Alone Same
η 2.5 < |η| < 2.7 Same
pT pT > 10 GeV Same
Calorimeter isolation ΣEcalo

T (∆R < 0.2)/pT < 0.15 Same
Additional requirements for Combined Muons

ID Track Quality
- B Layer Hits ≥ 1 Same
- Pixel Hits ≥ 2 ≥ 1
- SCT Hits ≥ 4 ≥ 3
- Silicon ‘Holes’ < 3 Same
z0 |z0| < 2 mm |z0 sin(θ)| < 0.5 mm
d0/σ(d0) |d0/σ(d0)| < 3.5 |d0/σ(d0)| < 3

Calorimeter Tagged Muons
Type Calorimeter Tagged Same
η |η| < 0.1 Same
pT pT > 20 GeV Same
Quality Calorimeter Muon ID Cuts Same
Overlap removal Remove if overlaps with a cen-

tral muon in ∆R < 0.1
Same

ID Track Quality, Track Isolation, Calorimeter Isolation, z0, d0/σ(d0) as central muons

Table 6.4: Muon selection requirements.
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7 TeV 8 TeV
Requirement Ncut/Nall Ncut/Ncut−1 Ncut/Nall Ncut/Ncut−1

pT > 7 GeV 99.9± 0.1% 99.9± 0.1% 99.9± 0.1% 99.9± 0.1%
Track Hits 98.6± 0.1% 98.8± 0.1% 99.2± 0.1% 99.2± 0.1%
z0 98.6± 0.1% 100.0± 0.1% 99.1± 0.1% 99.9± 0.1%
d0 Significance 98.3± 0.1% 99.7± 0.1% 98.5± 0.1% 99.4± 0.1%
Track Isolation 97.6± 0.1% 99.3± 0.1% 97.3± 0.1% 98.8± 0.1%
Calorimeter Isolation 97.0± 0.1% 99.5± 0.1% Not Applied

Table 6.5: Efficiency of the central muon selection requirements. The efficiencies are
estimated from Monte Carlo after applying correction factors to correct the efficiencies
to those observed in data. The efficiencies shown are for single muons, matched to
a generator-level muon from a Z decay within ∆R < 0.2, in events which fall in the
ZZ fiducial volume at generator level. The first and third columns show cumulative
efficiencies with respect to the number of reconstructed muons within the η acceptance
(|η| < 2.5), for the 7 TeV and 8 TeV analyses respectively. The second and fourth
columns show the efficiency with respect to the previous requirement.

The inner detector tracks associated with central muons must have a minimum

number of hits in each silicon sub-detector to ensure good track quality. For 7 TeV

data the requirements are: at least 1 hit in the b-layer, 2 hits in all Pixel layers, 6

hits in the SCT, and less than 3 holes (no hit in a layer crossed by the track) in all

silicon layers. For all silicon hit conditions, dead sensors count as hits observed,

not as holes. Finally, a pseudo rapidity-dependent condition on TRT hits and

outliers is applied to ensure that the TRT extension of the track is successful

within the η acceptance of the TRT (TRT hits can be associated as outliers when

the extension is not successful): for |η| < 1.9, require hits + outliers > 6 and

outliers < 0.9 × (outliers + hits); for |η| > 1.9, if hits + outliers > 6, require

outliers < 0.9 × (outliers + hits). For 8 TeV data, the requirements are slightly

loosened in order to recover efficiency losses arising from higher pileup in 2012;

this was not found to increase the misidentification rate significantly; see Table 6.4

for details of the changes.

The estimated efficiencies of the muon selection requirements for muons in ZZ

events are shown in Table 6.5.

6.2.2 Forward Muon Selection

Muons in the region 2.5 < |η| < 2.7 are required to have a full muon spectrometer

track with hits in each station of the spectrometer and must have pT > 10 GeV.

Although the inner detector only extends to |η| = 2.5, the complicated nature

of the magnetic field makes it possible for some muons up to |η| < 2.6 to be
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combined with an ID track, forming Combined muons; those that do not have

an ID track are termed ‘Stand-Alone’. Figure 6.2 shows the fraction of forward

muons which are Combined as a function of η. In data reconstructed in 2012,

muons without a full ID track may be combined with pixel detector ‘tracklets’

up to |η| < 2.65. Such ‘Silicon Associated’ muons benefit from improved vertex

parameter estimation, but are otherwise treated as Stand-Alone.
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Figure 6.2: Fraction of forward muons which have an ID track and are Com-
bined muons, as a function of η. The fractions are estimated from Monte Carlo
simulation; the error bars show statistical uncertainties.

Since not all forward muons have tracks, a track isolation requirement is not

applied; instead a tighter calorimeter isolation requirement is applied to forward

muons: ΣEcalo
T (∆R < 0.2)/pT < 0.15. This is applied to both the 7 TeV and the

8 TeV data.

For forward muons with an ID track, quality cuts are applied to the number

of hits in the silicon detectors, similar to the cuts for central muons but slightly

looser. For 7 TeV data, the requirements are: at least 1 hit in the b-layer, 2 in

all Pixel layers, 4 in the SCT, and less than 3 holes in all silicon layers. No cut is

applied to the number of TRT hits, as forward muon tracks are generally outside

the acceptance of the TRT. As for central muons, the requirements were relaxed

slightly for 2012 data. Forward muons with an ID track are required to satisfy

the same z0 and d0/σ(d0) requirements as central muons.

The estimated efficiencies of the forward muons selection requirements for

forward muons in ZZ events are shown in Table 6.6.
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7 TeV 8 TeV
Requirement Ncut/Nall Ncut/Ncut−1 Ncut/Nall Ncut/Ncut−1

pT > 10 GeV 97.1± 0.7% 97.1± 0.7% 97.6± 0.5% 97.6± 0.5%
Track Hits 91.8± 1.1% 94.6± 1.0% 94.1± 0.8% 96.4± 0.6%
z0 91.8± 1.1% 99.9± 0.1% 93.8± 0.8% 99.7± 0.2%
d0 Significance 91.4± 1.1% 99.6± 0.2% 92.8± 0.9% 98.9± 0.5%
Calorimeter Isolation 90.0± 1.2% 98.5± 0.5% 90.9± 1.0% 98.0± 0.5%

Table 6.6: Efficiency of the forward muon selection requirements. The efficiencies are
estimated from Monte Carlo after applying correction factors to correct the efficiencies
to those observed in data. The efficiencies shown are for single muons, matched to
a generator-level muon from a Z decay within ∆R < 0.2, in events which fall in the
ZZ fiducial volume at generator level. The first and third columns show cumulative
efficiencies with respect to the number of reconstructed muons within the η acceptance
(2.5 < |η| < 2.7), for the 7 TeV and 8 TeV analyses respectively. The second and fourth
columns show the efficiency with respect to the previous requirement.

6.2.3 Calorimeter Tagged Muon Selection

Calorimeter tagged muons are used to recover efficiency at |η| < 0.1 where there

is a gap in the muon-spectrometer. Due to the higher level of fakes from jets and

electrons at low pT, and the difficulty of measuring the identification efficiency at

low pT, the pT requirement for calorimeter tagged muons is pT > 20 GeV. They

are required to pass either the cut or the likelihood based calorimeter tagged

muon identification requirements described in Section 5.4.2, and are not selected

if they overlap with a selected central muon within ∆R < 0.1. Calorimeter tagged

muons must satisfy the same track and calorimeter isolation, ID track quality, z0

and d0/σ(d0) requirements as central muons.

The estimated efficiencies of the calorimeter tagged muon selection require-

ments for calorimeter tagged muons in ZZ events are shown in Table 6.7.

6.2.4 Muon Distributions

To motivate the muon isolation, d0/σ(d0) and z0 requirements described above,

Figure 6.3 shows the distribution of these variables in 7 TeV data for additional

muon candidates in events with an opposite-sign same-flavour di-lepton pair with

invariant mass 66 < m`−`+ < 116 GeV. Similarly to the electron distributions,

the leptons forming the di-lepton pair are required to pass all of the selection

requirements described above, and one must match to the triggering object within

∆R < 0.1 and have pT > 25 GeV. Any additional muon candidates in the event are

required to pass the kinematic (pT,η) selection requirements, and the distributions
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7 TeV 8 TeV
Requirement Ncut/Nall Ncut/Ncut−1 Ncut/Nall Ncut/Ncut−1

pT > 7 GeV 93.1± 0.6% 93.1± 0.6% 94.5± 0.5% 94.5± 0.5%
Quality 92.7± 0.7% 99.6± 0.2% 94.0± 0.5% 99.4± 0.2%
Track Hits 87.6± 0.9% 94.5± 0.6% 89.6± 0.6% 95.4± 0.4%
z0 87.6± 0.9% 100.0± 0.0% 89.1± 0.6% 99.4± 0.1%
d0 Significance 86.8± 0.9% 99.1± 0.3% 88.2± 0.6% 98.9± 0.2%
Track Isolation 86.1± 0.9% 99.2± 0.2% 87.1± 0.7% 98.8± 0.2%
Calorimeter Isolation 85.6± 0.9% 99.5± 0.2% Not Applied

Table 6.7: Efficiency of the calorimeter-tagged muon selection requirements. The ef-
ficiencies are estimated from Monte Carlo after applying correction factors to correct
the efficiencies to those observed in data. The efficiencies shown are for single muons,
matched to a generator-level muon from a Z decay within ∆R < 0.2, in events which
fall in the ZZ fiducial volume at generator level. The first and third columns show
cumulative efficiencies with respect to the number of reconstructed muons within the η
acceptance (|η| < 0.1), for the 7 TeV and 8 TeV analyses respectively. The second and
fourth columns show the efficiency with respect to the previous requirement.

of the isolation, d0/σ(d0) and z0 variables for these additional candidates are shown

in the plots.

As for electrons, in the W±Z and ZZ processes the additional muon candidates

are mainly prompt isolated leptons from W± or Z decays. In the Z → ``, tt̄

and W+W− processes, the additional candidates mainly arise from muons from

hadronic decays in jets or ‘punch-through’ of hadrons to the muon spectrometer.

These ‘background’ muon candidates tend to be less isolated, and have broader

d0/σ(d0) and z0 distributions. Whilst the Monte Carlo simulation models the

shape of the distribution fairly well, the number of additional muon candidates

observed in data is much higher than predicted by the simulation.
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Figure 6.3: Distributions of (a) relative calorimeter isolation, (b) relative track
isolation, (c) impact parameter significance d0/σ(d0) and (d) longitudinal impact
parameter z0 for additional muon candidates in events containing an opposite-
sign same-flavour di-lepton pair with invariant mass 66 < m`−`+ < 116 GeV in
the 7 TeV data. The leptons forming the di-lepton pair are required to pass all of
the selection requirements described above, and one must match to the triggering
object within ∆R < 0.1 and have pT > 25 GeV. Any additional muon candidates,
other than those forming the di-lepton pair, are required to pass the kinematic
selection requirements; only these additional candidates are included in the plots.

6.3 Trigger Selection

Candidate ZZ events are triggered on using the lowest threshold un-prescaled

single-electron or single-muon triggers, as described in Section 5.3.1 and 5.4.1.

For the e−e+µ−µ+ final state, the event may be selected using either the electron

or the muon trigger. The triggers used in the different data taking periods and the

associated integrated luminosities are shown in Table 6.8 for the electron triggers

and Table 6.9 for the muon triggers.

At least one of the selected leptons in triggered events must match to the

object that caused the trigger to fire with ∆R < 0.1. Such leptons are referred
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Period ET Threshold (GeV) Isolation Requirement Int. Luminosity (fb−1)
2011 (7 TeV data)
B - I 20 None 1.65
J - K 22 None 0.91
L - M 22 None 2.76
2012 (8 TeV data)
A - M 24 ΣpT(∆R < 0.2)/pT < 0.10 22.3

Table 6.8: Electron triggers used in the different data taking periods.

Period pT Threshold (GeV) Isolation Requirement Int. Luminosity (fb−1)
2011 (7 TeV data)
B - I 18 None 1.65
J - M 18 None 3.67
2012 (8 TeV data)
A - M 24 ΣpT(∆R < 0.2)/pT < 0.12 22.3

Table 6.9: Muon triggers used in the different data taking periods.

to as trigger-matched leptons. To reduce uncertainties associated with the trigger

efficiency measurement, to be considered trigger matched, a lepton must have a

pT such that it is on the efficiency plateau of the trigger, and must also satisfy the

same identification requirements as used in the trigger. Trigger-matched electrons

in both the 7 TeV and the 8 TeV data are required to have pT > 25 GeV, cluster

|η| < 2.47, and to pass the Medium++ requirements. Trigger matched muons are

required to be Combined muons, have |η| < 2.4 and have pT > 20(25) GeV in the

7(8) TeV data.

6.3.1 Trigger Efficiencies

The efficiency for a single lepton to fire the trigger is measured in data using

Z → `` events. Events are triggered on by a ‘tag’ lepton; the efficiency for the

second ‘probe’ lepton to fire the trigger is then measured. By comparing the

efficiencies in data and in Monte Carlo simulation, scale-factors are derived to

correct the single lepton trigger efficiencies in the simulation to those observed in

data. This is translated to an event-level trigger efficiency scale-factor using the
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following formula:

SF =
1−∏Nl

n=1(1− εData,ln)

1−∏Nl
n=1(1− εMC,ln)

(6.1)

where Nl is the number of leptons passing the trigger-matching kinematic and

identification requirements given above (not necessarily equal to the number of

trigger-matched leptons), εData,ln is the observed single-lepton trigger efficiency in

data for a lepton of flavour flavor ln, and εMC,ln is the corresponding efficiency

simulated in the MC.

Event-level trigger efficiencies for ZZ events passing the full event selection

described in the next section are listed in Table 6.10. They are derived from

simulation after applying the trigger efficiency scale-factors described above.

Channel Trigger Efficiency [%]

ZZ Selection (7 TeV) ZZ∗ Selection (7 TeV) ZZ Selection (8 TeV)

e−e+e−e+ 99.69 ± 0.08 ± 0.02 99.38 ± 0.10 ± 0.03 99.89 ± 0.02 ± 0.03

µ−µ+µ−µ+ 98.50 ± 0.15 ± 0.14 97.68 ± 0.17 ± 0.18 98.10 ± 0.10 ± 0.20

e−e+µ−µ+ 99.52 ± 0.07 ± 0.06 99.06 ± 0.08 ± 0.08 99.49 ± 0.05 ± 0.09

`−`+`−`+ 99.23 ± 0.06 ± 0.08 98.67 ± 0.07 ± 0.10 99.14 ± 0.04 ± 0.11

Table 6.10: Trigger efficiencies for ZZ events passing the full event selection
excluding the trigger requirement and the requirement for a reconstructed lepton
to match to the triggering object. The trigger efficiencies are estimated using ZZ
Monte Carlo, applying scale-factors to correct the single lepton trigger-efficiency
to that observed in data. The first error is due to Monte Carlo statistics, and the
second is due uncertainties on the measurement of the trigger efficiencies in data.

6.4 Dilepton Control Plots

To demonstrate reconstruction performance and the performance of modelling

in the Monte Carlo compared to the data, a high statistics sample of inclusive

Z → `` decays is used. Z → ee and Z → µµ events are selected by requiring

that events have at least two electrons or muons passing all of the lepton selection

requirements described above. The events must fire either the single electron or

the single muon trigger, and have at least one lepton matched to the triggering

object as described above. Two of the selected leptons must form an opposite-sign

same-flavour pair, with invariant mass 66 < m`−`+ < 116 GeV. In events where

there is more than one pair satisfying this requirement, the pair with invariant
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mass closest to the Z mass is chosen. Figure 6.4 shows the di-lepton invariant mass

and the di-lepton transverse momentum for the 7 TeV data; Figure 6.5 shows the

same distributions for the 8 TeV data. Figures 6.6 and 6.7 show the lepton pT, η

and φ for the 7 TeV and 8 TeV data, respectively. The Monte Carlo samples used

to describe the various processes are as listed in Table 7.1, except that the W±Z

process is modelled using Herwig as W±Z the samples listed in Table 7.1 do

not include hadronic decays of the W± boson. Good agreement is seen between

the data and the Monte Carlo simulation. A slight excess in the data for the

di-electron distributions at low invariant mass and low lepton pT is attributed to

QCD dijet events, which are not simulated in the Monte Carlo.
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Figure 6.4: Figures (a) and (b) show distributions of the di-lepton invariant mass
for di-electron and di-muon pairs, respectively, in events in the 7 TeV data contain-
ing a pair of opposite-sign same-flavour leptons passing all of the lepton selection
criteria described in Sections 6.1 and 6.2. Figures (c) and (d) show the di-lepton
transverse momentum for events passing the same criteria, with the additional
requirement that the di-lepton pair have 66 < m`−`+ < 116 GeV.
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Figure 6.5: Figures (a) and (b) show distributions of the di-lepton invariant mass
for di-electron and di-muon pairs, respectively, in events in the 8 TeV data contain-
ing a pair of opposite-sign same-flavour leptons passing all of the lepton selection
criteria described in Sections 6.1 and 6.2. Figures (c) and (d) show the di-lepton
transverse momentum for events passing the same criteria, with the additional
requirement that the di-lepton pair have 66 < m`−`+ < 116 GeV.
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Figure 6.6: Kinematic distributions for leptons in events in the 7 TeV data containing
an opposite-sign same-flavour lepton pair. The leptons are required to pass all of the
selection requirements described in Sections 6.1 and 6.2 and the pair must have 66 <
m`−`+ < 116 GeV. Figures (a) and (b) show the lepton pT for electrons and muons
respectively, figures (c) and (d) the lepton η and figures (d) and (e) the lepton φ.



6.4. DILEPTON CONTROL PLOTS 151

 [GeV]
T

Electron p
0 50 100 150 200 250 300

E
v
e

n
ts

 /
 1

0
 G

e
V

10

210

310

410

5
10

610

710

810
Data
Z
Top
W
WZ
WW
ZZ
Stat. Uncertainty

1 = 20 fbdtL∫
 = 8 TeVs

(a)

 [GeV]
T

Muon p
0 50 100 150 200 250 300

E
v
e

n
ts

 /
 1

0
 G

e
V

10

210

310

410

5
10

610

710

810
Data
Z
Top
W
WZ
WW
ZZ
Stat. Uncertainty

1 = 20 fbdtL∫
 = 8 TeVs

(b)

ηElectron 
2.5 2 1.5 1 0.5 0 0.5 1 1.5 2 2.5

E
v
e

n
ts

 /
 0

.1

10

210

310

410

5
10

610

710

810

910
Data
Z
Top
W
WZ
WW
ZZ
Stat. Uncertainty

1 = 20 fbdtL∫
 = 8 TeVs

(c)

ηMuon 
2 1 0 1 2

E
v
e

n
ts

 /
 0

.1

10

210

310

410

5
10

610

710

810

910
Data
Z
Top
W
WZ
WW
ZZ
Stat. Uncertainty

1 = 20 fbdtL∫
 = 8 TeVs

(d)

φElectron 
3 2 1 0 1 2 3

E
v
e

n
ts

 /
 0

.2

10

210

310

410

5
10

610

710

810

910
Data
Z
Top
W
WZ
WW
ZZ
Stat. Uncertainty

1 = 20 fbdtL∫
 = 8 TeVs

(e)

φMuon 
3 2 1 0 1 2 3

E
v
e

n
ts

 /
 0

.2

10

210

310

410

5
10

610

710

810

910
Data
Z
Top
W
WZ
WW
ZZ
Stat. Uncertainty

1 = 20 fbdtL∫
 = 8 TeVs

(f)

Figure 6.7: Kinematic distributions for leptons in events in the 8 TeV data containing
an opposite-sign same-flavour lepton pair. The leptons are required to pass all of the
selection requirements described in Sections 6.1 and 6.2 and the pair must have 66 <
m`−`+ < 116 GeV. Figures (a) and (b) show the lepton pT for electrons and muons
respectively, figures (c) and (d) the lepton η and figures (d) and (e) the lepton φ.
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6.5 ZZ Event Selection

6.5.1 Z Candidate Definitions

In referring to Z candidate di-lepton pairs in the diboson ZZ selection, the fol-

lowing definitions are used:

• Leading and Subleading: The Z candidate with the larger pT of the two

is referred to as the leading Z; the Z candidate with the lower pT is referred

to as the subleading Z.

• Primary and Secondary: The Z candidate closer to the Z boson mass

(from [10]) is referred to as the primary Z; the other candidate is referred

to as the secondary Z.

6.5.2 Event Selection Requirements

Candidate ZZ events are selected by imposing the following requirements:

1. Data Quality: Events are required to pass a ‘Good Run List’ to remove

events occurring in a lumiblock where there were defects affecting the quality

of the data; for example a ROD (Read Out Device) going ‘busy’, meaning

data from a large fraction of a sub-detector was missing.

2. Trigger: The event must pass a high pT single electron or single muon

trigger as described in Section 6.3.

3. Four Leptons: The event must have exactly four electrons or muons pass-

ing the selection requirements described in Sections 6.1 and 6.2. The re-

quirement of exactly four leptons, rather than at least four leptons, greatly

simplifies the background estimate. MC simulation predicts that only 1.3%

of signal events fail this cut. In 7 TeV data, no events with more than four

fully selected leptons were observed. In 8 TeV data, 11 events with more

than four leptons passing all of the selection requirements were observed

(without applying any mass requirements), compared to 1682 events with

exactly four leptons.

4. Lepton Separation: The leptons are required to be spatially separated

by ∆R(`, `) > 0.2. This requirement is automatically satisfied after apply-

ing the lepton isolation requirements (applied to all leptons except forward
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electrons). It is made here explicitly, to highlight the fact that there is no

analysis sensitivity to events with leptons separated by ∆R < 0.2, which

is of importance when performing searches for nTGCs, where the Z bosons

are expected to be heavily boosted and thus the leptons produced at small

opening angle in the detector frame. The limits to sensitivity to events with

high ZZ mass or high Z pT resulting from this requirement are discussed

below.

5. Trigger Match: At least one selected lepton must match to the object that

caused the trigger to fire within ∆R < 0.1, and pass the same kinematic and

identification requirements applied in the trigger, as described in Section 6.3.

6. Quadruplet Formation: There must be two same-flavour (SF), oppositely-

signed (OS) lepton pairs. In eeee and µµµµ events there are two possible

ways of pairing the four leptons into OS pairs. The pairing which minimises

the quantity |m12 − mZ | + |m34 − mZ | is chosen, where m12, m34 are the

invariant masses of the two lepton pairs in a certain pairing and mZ is the

Z boson mass, taken from [10].

7. “Primary” Z Candidate: The primary Z candidate must satisfy the mass

cut 66 < m12 < 116 GeV.

8. “Secondary” Z Candidate: Two non-exclusive mass cuts are applied to

the secondary Z candidate, one to select the event as a ZZ event and the

other to select the event as a ZZ∗ event:

(a) To be classified as a ZZ event, the secondary Z candidate must satisfy

the mass cut 66 < m34 < 116 GeV.

(b) To be classified as a ZZ∗ event, the secondary Z candidate must satisfy

the mass cut m34 > 20 GeV.

For the 8 TeV data, only the ZZ selection (selection (a)) is used.

9. J/ψ Veto: For the 8 TeV data, any events which have any combination

of oppositely charged, same flavor lepton pairs with invariant mass below

5 GeV are rejected, in order to reject J/ψ events. This requirement was

not applied for the 7 TeV data. The efficiency of this cut is estimated from

Monte Carlo to be 99.6%. No events failing this cut were observed in either

the 7 TeV or the 8 TeV data.
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The expected number of events in 4.6 fb−1 of 7 TeV data after various stages

of the selection is shown in Table 6.11. The corresponding numbers for 20 fb−1 of

8 TeV data are shown in Table 6.12. The numbers are obtained from the nominal

PowhegBox+gg2zz samples, described in Section 2.3.

NZZ (7 TeV, 4.6 fb−1) e−e+e−e+ µ−µ+µ−µ+ e−e+µ−µ+ `−`+`−`+

Four Leptons 18.08± 0.19 34.33± 0.27 49.09± 0.32 101.49± 0.46
Quadruplet 17.20± 0.19 34.31± 0.27 47.84± 0.32 99.35± 0.46
66< M12 <166 GeV 14.36± 0.17 25.87± 0.24 38.22± 0.28 78.44± 0.41
M34 >20 GeV 13.14± 0.16 21.96± 0.22 32.61± 0.26 67.71± 0.38
66< M34 <116 GeV 10.80± 0.15 17.45± 0.19 27.12± 0.24 55.38± 0.34

Table 6.11: Expected number of events in the 7 TeV data by cut for 4.6 fb−1.
The errors are statistical only. The contribution from ZZ → τ +X where the tau
decays into an electron or a muon is included; the estimated contribution is given
in Table 6.14.

NZZ (8 TeV, 20 fb−1) e−e+e−e+ µ−µ+µ−µ+ e−e+µ−µ+ `−`+`−`+

Four Leptons 106.95± 0.62 167.39± 0.80 266.62± 1.42 540.97± 1.75
Quadruplet 102.43± 0.61 167.27± 0.80 260.76± 1.41 530.47± 1.73
66< M12 <166 82.65± 0.55 132.07± 0.71 205.55± 1.25 420.27± 1.54
66< M34 <116 59.63± 0.46 90.97± 0.59 143.02± 1.05 293.62± 1.29
J/ψ Veto 59.53± 0.46 90.23± 0.59 142.71± 1.04 292.47± 1.28

Table 6.12: Expected number of events in the 8 TeV data by cut for 20 fb−1. The
errors are statistical only. The contribution from ZZ → τ + X where the tau
decays into an electron or a muon is included; the estimated contribution is given
in Table 6.15.

6.6 Selection Efficiencies

6.6.1 Mis-pairing Rates

As described above, in e−e+e−e+ and µ−µ+µ−µ+ final states there are two possible

ways of pairing the four leptons to give two oppositely signed pairs. There are

a number of different ways of resolving this ambiguity, using different pairing

algorithms. All pairing algorithms will have some rate of failure, so it is important

to find the algorithm with the lowest mis-pairing rate.

The mis-pairing rates of four algorithms were compared. The four algorithms

considered were:
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1. Sum Of Distances: Choose the pairing minimising the quantity

|m12 −mZ |+ |m34 −mZ |.

2. Sum Of Distances Squared: Choose the pairing minimising the quantity

(m12 −mZ)2 + (m34 −mZ)2.

3. Closest to the pole: Choose the pairing which has the di-lepton mass

closest to the Z mass.

4. Breit-Wigner Probability: For each pairing calculate the product of the

values of two Breit-Wigner probability distributions centred at the Z mass

with width equal to the Z width evaluated at the masses of the two di-lepton

pairs and choose the pairing with the highest probability.

The mis-pairing rates of each algorithm are estimated using ZZ → e−e+µ−µ+

events, by assigning di-lepton pairs using the algorithm in question ignoring lepton

flavour, then checking whether the pairing chosen by the algorithm is the correct

one by examining the flavour matching of the pairs. The mis-pairing rates esti-

mated in this way are given in Table 6.13. The rates are calculated after applying

the Z mass cuts based on the correct pairing. For ZZ events, the ‘Sum Of Dis-

tances’ algorithm has the lowest mis-pairing rate of 1.1%. For ZZ∗ events that are

not ZZ events (i.e. one of the di-lepton pairs is outside 66 < m`−`+ < 116 GeV),

the mis-pairing rates are significantly higher, and for these events the ‘Sum Of

Distances’ algorithm has a mis-pairing rate of 22.5%. In this case the ‘Closest to

the pole’ algorithm gives the lowest mis-pairing rate. Considering the full ZZ∗

selection, the ‘Breit-Wigner’ algorithm gives the lowest mis-pairing rate, with the

‘Sum Of Distances’ coming second.

Algorithm ZZ (%) ZZ∗ (%) ZZ∗ not ZZ(%)

Sum Of Distances 1.1 ± 0.1 4.7 ± 0.2 22.5 ± 0.8
Sum Of Distances Squared 1.3 ± 0.1 6.6 ± 0.2 33.6 ± 1.0
Closest to Pole 5.1 ± 0.2 5.5 ± 0.2 7.7 ± 0.5
Breit Wigner Probability 1.4 ± 0.1 2.9 ± 0.1 10.7 ± 0.6

Table 6.13: Mis-pairing rates in percent for different algorithms for choosing the
di-lepton pairs in four-lepton events. The errors shown are due to Monte Carlo
statistics.

In practice, it is not possible to apply different algorithms to the ZZ and

ZZ∗ selections, since until one has chosen a pairing it is not possible to apply

mass cuts and thus not possible to decide whether the event is ZZ or ZZ∗. The
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‘Sum of Distances’ algorithm is thus applied to all events, since it gives the lowest

mis-pairing for ZZ events.

6.6.2 Effect of Minimum ∆R Requirement

As discussed above, the lepton isolation requirements prevent any event with lep-

tons overlapping with ∆R < 0.2 from passing the selection, since the lower pT

lepton would be vetoed by the energy of the higher pT lepton in its isolation cone,

and the event would fail the selection as it would not have four selected leptons.

In events with low pT Z boson candidates this does not affect the efficiency signifi-

cantly since in the Z boson rest frame the leptons are produced ‘back-to-back’. In

events with highly boosted Z bosons the leptons are produced with small open-

ing angle in the detector frame, and so the ∆R requirement imposes an upper

threshold on the centre of mass energy to which the analysis is sensitive.

Figure 6.8 shows the minimum ∆R between any two leptons at generator

level in four-lepton events as a function of the mass of the four-lepton system and

as a function of the transverse momentum of the leading Z. A ZZ → `−`+`−`+

Monte Carlo sample generated with nTGCs is used, with the anomalous coupling

fγ4 set to 0.1 and no form-factor applied, in order to give statistics at high centre of

mass energies. The plots show that the ∆R < 0.2 cut limits sensitivity to events

where the four-lepton system has invariant mass m(ZZ) > 2 TeV and to events

where the leading Z boson has high pT, pT(Z1) > 900 GeV. This is in the tails of

the distributions expected with nTGC couplings set near previous experimental

limits, so this cutoff is not expected to adversely affect the sensitivity of the nTGC

limits.

6.6.3 Reconstruction Acceptance CZZ

In order to extrapolate from the number of observed events to a cross section

or similar measurement, it is necessary to know the acceptance of the selection

requirements. This is described by the reconstruction acceptance factor, CZZ ,

which is used to extrapolate from the number of observed events to the true

number of events in the fiducial phase-space. The definition of the fiducial phase-

space was given in Section 2.1.2. Formally, CZZ is defined as:

CZZ = εtrig × εevent × εlep × αreco (6.2)
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where εtrig is the trigger efficiency, εevent is the efficiency of the event level cuts, and

εlep = εlep1εlep2εlep3εlep4 is the product of the individual reconstruction and selection

efficiencies for the four leptons. αreco corrects for small differences between the

regions of phase space covered by detector acceptance and the definition of the

fiducial phase space; it also accounts for the effects of detector resolution and

contamination from ZZ → ττ`` decays.

In practice, CZZ is estimated from Monte Carlo by dividing the number of

events in a ZZ → `−`+`−`+ sample which pass the selection requirements by the

number of those events which were generated inside the fiducial phase space (as

given in Section 2.1.2):

CZZ =
NMC Pass All Cuts

Reconstructed ZZ × SF
NMC Fiducial Volume

Generated ZZ

(6.3)

where SF is the event level scale factor applied to the Monte Carlo to correct the

lepton selection efficiencies and trigger efficiencies to those observed in data. The

numerator includes contributions from ZZ → ττ`` decays (and to a smaller extent

ZZ → ττττ), where the taus decay leptonically. The numerator also includes a

contribution from events which are generated outside the fiducial volume but pass

all of the cuts at reconstruction level; for example an event with a generated lepton

with pT just lower than the lepton pT threshold which is reconstructed with pT

just above the threshold. Since the numerator is not a subset of the denominator

due to these two contaminations, CZZ is not a true efficiency.

CZZ is calculated separately for each of the three final states (e−e+e−e+,

µ−µ+µ−µ+ and e−e+µ−µ+), and separately for the ZZ and ZZ∗ selection and

for the 7 TeV and 8 TeV analysis. In calculating the number of generated events

falling inside the fiducial volume it is necessary to assign the four generator-level

leptons into pairs in order to apply the mass cuts. There is no ambiguity in doing

this in the e−e+µ−µ+ channel as one simply pairs the two electrons and the two

muons, however as when dealing with events observed in data or reconstructed

MC, there is an ambiguity in assigning the pairs in the e−e+e−e+ and µ−µ+µ−µ+

channels. One could use the generator documentation to determine which leptons

came from which Z, but this is discouraged as it makes use of internal details

of the generator’s calculation, which do not have a well defined physical mean-

ing and may vary from generator to generator. Instead, the same algorithm is

used as in the data and the reconstructed MC; that is, picking the pairing that

minimises the sum of the distances of the pairs from the PDG Z boson mass. It

is found from applying this algorithm to the e−e+µ−µ+ sample, ignoring lepton-
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flavour, that the number of events falling in the fiducial volume is over-estimated

by the algorithm with respect to the number obtained by choosing the correct

pair based on lepton-flavour by 2.84± 0.03% for the 7 TeV analysis with the ZZ

selection, by 7.16 ± 0.08% for the 7 TeV analysis with the ZZ∗ selection and

by 2.66 ± 0.01% for the 8 TeV analysis. This leads to the CZZ factors in the

e−e+e−e+ and µ−µ+µ−µ+ channels being too low by the corresponding percent-

age. The e−e+e−e+ and µ−µ+µ−µ+ reconstruction factors are therefore increased

by the corresponding percentage to compensate. The statistical uncertainties on

these percentages are taken as an additional uncertainty on CZZ . These percent-

ages are higher than the mis-pairing rates given in Section 6.6.1, as those rates

were calculated after applying the ZZ or ZZ∗ mass cut; these percentages include

also a contribution from events that would otherwise fail the mass cuts, but pass

as a result of mis-pairing.

Values for CZZ are given in Tables 6.14 and 6.15, as well as the estimated con-

tribution from tau decays and from events generated outside the fiducial volume

(including the contribution from mis-pairing described in the previous paragraph).

These are obtained from the PowhegBox and gg2zz generators, as described

in Section 2.2.4, with the relative contributions from the two generators combined

according to their cross section. Also given is the true selection efficiency, defined

analogously to CZZ , but with only events generated in the fiducial phase space

included in the numerator such that the numerator is a subset of the denominator.

The reconstruction efficiency in the e−e+e−e+ final state is significantly lower

than in the µ−µ+µ−µ+ final state: as much as to 40% lower for the ZZ∗ selection

at 7 TeV. This is attributed to the lower reconstruction and identification efficien-

cies for electrons compared to muons. Since in a four-lepton final state the average

event level selection efficiency is the average single lepton selection efficiency to

the fourth power, differences in efficiency between electrons and muons get sig-

nificantly amplified. The reconstruction efficiency is slightly lower for the ZZ∗

selection than for the ZZ selection, particularly in final states with electrons; as

much as 6% lower in the e−e+e−e+ final state at 7 TeV. This is attributed to the

higher proportion of leptons at low pT in the ZZ∗ selection, and the fact that the

electron reconstruction and identification efficiency drops off significantly below

20 GeV (see Figure 5.11). The contamination from events outside the fiducial vol-

ume is smaller for the e−e+µ−µ+ final state as there is no contribution from events

generated outside the fiducial volume incorrectly passing the di-lepton mass cuts

as a result of mis-pairing, since there is no mis-pairing in in e−e+µ−µ+ decays.
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ZZ, 7 TeV e−e+e−e+ µ−µ+µ−µ+ e−e+µ−µ+ `−`+`−`+

Reconstruction
acceptance CZZ

0.440 ± 0.005 0.707 ± 0.004 0.546 ± 0.003 0.560 ± 0.002

Contamination from
ZZ → τ +X (%)

0.37 ± 0.04 0.25 ± 0.03 0.18 ± 0.02 0.24 ± 0.01

Contamination from
events outside
fiducial region(%)

3.88 ± 0.17 3.46 ± 0.12 0.81 ± 0.08 2.24 ± 0.08

True reconstruction
efficiency

0.422 ± 0.005 0.681 ± 0.004 0.541 ± 0.003 0.546 ± 0.002

ZZ∗, 7 TeV e−e+e−e+ µ−µ+µ−µ+ e−e+µ−µ+ `−`+`−`+

Reconstruction
acceptance CZZ

0.439 ± 0.004 0.727 ± 0.004 0.540 ± 0.003 0.562 ± 0.002

Contamination from
ZZ → τ +X (%)

2.16 ± 0.09 1.53 ± 0.06 1.70 ± 0.05 1.73 ± 0.04

Contamination from
events outside
fiducial region(%)

8.24 ± 0.21 7.69 ± 0.15 0.76 ± 0.07 4.36 ± 0.17

True reconstruction
efficiency

0.398 ± 0.004 0.665 ± 0.004 0.527 ± 0.003 0.529 ± 0.002

Table 6.14: Details of the acceptance and selection efficiencies and contaminations,
estimated from Monte Carlo, for the 7 TeV analysis. The first row shows the
reconstruction factor CZZ , defined as the ratio of the number of events passing
the selection requirements (including contributions from ZZ → τ +X and events
outside the fiducial region) to the number of generated events in the fiducial region.
The second row shows the percentage contamination from→ τ+X events, and the
third the percentage contamination from events falling outside the fiducial region
at generator level, but passing the selection due to the energy, momentum or track
direction being mis-reconstructed, or due to mis-pairing. The final row shows the
“true” reconstruction efficiency, with the contribution from ZZ → τ + X and
events outside the fiducial region removed from the numerator. All errors shown
are statistical only.
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ZZ, 8 TeV e−e+e−e+ µ−µ+µ−µ+ e−e+µ−µ+ `−`+`−`+

Reconstruction
acceptance CZZ

0.553 ± 0.003 0.831 ± 0.002 0.658 ± 0.003 0.675 ± 0.002

Contamination from
ZZ → τ +X (%)

0.40 ± 0.06 0.44 ± 0.05 0.19 ± 0.03 0.31 ± 0.02

Contamination from
events outside
fiducial region(%)

3.29 ± 0.07 3.14 ± 0.06 0.54 ± 0.05 1.94 ± 0.02

True reconstruction
efficiency

0.532 ± 0.003 0.800 ± 0.002 0.653 ± 0.003 0.660 ± 0.002

Table 6.15: Details of the acceptance and selection efficiencies and contaminations,
estimated from Monte Carlo, for the 8 TeV analysis. The first row shows the
reconstruction factor CZZ , defined as the ratio of the number of events passing
the selection requirements (including contributions from ZZ → τ +X and events
outside the fiducial region) to the number of generated events in the fiducial region.
The second row shows the percentage contamination from→ τ+X events, and the
third the percentage contamination from events falling outside the fiducial region
at generator level, but passing the selection due to the energy, momentum or track
direction being mis-reconstructed, or due to mis-pairing. The final row shows the
“true” reconstruction efficiency, with the contribution from ZZ → τ + X and
events outside the fiducial region removed from the numerator. All errors shown
are statistical only.
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6.6.4 Comparison of Reconstruction Acceptances at 7 TeV

and 8 TeV

The reconstruction acceptances given in Tables 6.14 and 6.15 are not directly

comparable, due to the different fiducial volume definitions used in the 7 TeV

analysis and the 8 TeV analysis. In order to compare the acceptance between the

two analyses, the CZZ are re-calculated using a common fiducial volume, defined

identically to the 7 TeV fiducial volume, but with the lepton pseudo-rapidity

requirements set to |η| < 2.5. Only central electrons and muons are included.

The resulting CZZ are shown in Table 6.16. The acceptance in the 8 TeV analysis

is significantly greater compared to the 7 TeV analysis, particularly in channels

involving electrons. This can be attributed in part to the improvements in the

electron reconstruction algorithms in 2012, but also to the relaxing of the Loose++

identification requirements in 2012, as well as to the removal of the calorimeter

isolation requirement in the 8 TeV analysis.

e−e+e−e+ µ−µ+µ−µ+ e−e+µ−µ+ `−`+`−`+

7 TeV 0.482± 0.005 0.736 ± 0.004 0.577 ± 0.004 0.593 ± 0.003
8 TeV 0.619± 0.003 0.792 ± 0.002 0.675 ± 0.003 0.690 ± 0.002

Increase (%) 28.4% 7.6% 17.0% 16.4%

Table 6.16: Comparison of the fiducial acceptance CZZ between the 7 TeV analysis
and the 8 TeV analysis. The acceptances given here are calculated in a restricted
fiducial volume, common between the two analyses. It is defined identically to
the 7 TeV fiducial volume, but with the lepton pseudo-rapidity requirements set
to |η| < 2.5; only central electrons and muons are included.

6.6.5 Contribution from ZZ → ττ`` and ZZ → ττττ

The percentage of tau events passing the selection requirements is approximately

0.5% for the ZZ selection and ∼ 2% for the ZZ∗ selection. This higher contam-

ination in the ZZ∗ selection can be accounted for by the fact that di-electron or

di-muon pairs from decays of a di-tau pair with an invariant mass near the Z mass

will have a lower invariant mass due to the energy carried away by the neutrinos.

There is therefore a higher chance of their passing the looser mass cut applied in

the ZZ∗ selection than passing the 66 < m`−`+ < 116 GeV mass cut applied in

the ZZ selection. The contamination from events outside the fiducial phase space

is similar in the ZZ and ZZ∗ selections, at a level of ∼ 1%.
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6.6.6 Contribution from H → ZZ → `−`+`−`+

The ATLAS [14] and CMS [13] experiments recently observed a new neutral boson

with a mass of around 126 GeV with properties consistent with the Higgs boson.

A Standard Model Higgs boson with such a mass will decay to pairs of Z bosons,

but only when at least one of the bosons is off shell. The contribution to the

event selection described here from a SM Higgs boson with a mass of 126 GeV

was estimated from Monte Carlo. For the on-shell ZZ selection, the contribution

is found to be negligible. For the ZZ∗ selection at 7 TeV, the contribution is found

to be 1.7 ± 0.03 (stat) events, corresponding to a contribution of less than 3%.

No correction is made to the observed events to account for this contribution.
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Figure 6.8: The minimum ∆R between any two leptons at generator level in
a four-lepton Monte Carlo sample as a function of (a) mass of the four-lepton
system and (b) transverse momentum of the leading Z. A ZZ → `−`+`−`+ sample
generated with aTGCs is used, with fγ4 = 0.4 and no form-factor applied, in order
to give statistics at high centre of mass energies. The horizontal red line shows
the ∆R < 0.2 cut.
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6.7 Systematic Uncertainties

In this section, the systematic uncertainties associated with the reconstruction

acceptance CZZ and the expected signal yield are discussed and estimated.

6.7.1 Sources of Systematic Uncertainty

Uncertainties arise due to the determination of electron and muon reconstruction

and identification efficiencies, the electron and muon energy scales and resolutions,

and the trigger efficiency, as well as theoretical uncertainties associated with the

Monte Carlo simulation used to estimate CZZ . Each of these sources of uncertainty

is discussed in more detail below, and the estimated size of the uncertainty given

in Section 6.7.2.

Electron Systematic Uncertainties

• Reconstruction and Identification Efficiency: Uncertainties arise from

the measurement of the electron reconstruction and identification efficien-

cies. The efficiencies are measured using a ‘Tag and Probe’ technique using

decays of W±, Z and J/ψ. Uncertainties arise due to the methods used to

subtract the background, possible biases of the methodology, the definition

of the tag electron and differences between the results from different decays,

as well as due to the limited statistics in the data and Monte Carlo sam-

ples. These uncertainties are propagated to CZZ by varying the scale-factor

applied to the electrons up and down by the estimated 1-sigma uncertainty;

this is carried out separately for the reconstruction and identification effi-

ciency, assuming the uncertainties to be uncorrelated.

• Energy Scale: Uncertainties arise on the calibration of the electron energy

scale due to: the different method used to measure the energy scale; the

choice of Monte Carlo generator used; the uncertainty on the pre-sampler

energy scale; uncertainty on the amount of dead material; differences be-

tween results from Z → ee and from J/ψ → e−e+ at low ET; and from

statistical uncertainties on the measurements. Whilst the energy scale cali-

bration is applied to data, the systematic is estimated by varying the energy

scale in the Monte Carlo up and down by the uncertainty. For the 7 TeV

analysis, all energy scale uncertainties are considered at once by summing

in quadrature the uncertainties on the scale parameter α then propagating
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the uncertainty to the uncertainty on CZZ by varying α up and down by

the combined uncertainty; for the 8 TeV analysis each source of uncertainty

listed above is considered separately, then the resulting changes in CZZ are

summed in quadrature.

• Energy Resolution: Uncertainties arise on the measurement of the en-

ergy resolution in data, mainly from uncertainty on the sampling term (as

the constant term is extracted assuming that the sampling term is correctly

reproduced by the simulation, as discussed in Section 5.3.2), uncertainty on

the background subtraction and from statistics. The uncertainty is prop-

agated to CZZ by varying the amount of energy smearing applied to the

Monte Carlo up and down.

• Isolation/z0/d0Efficiency: The efficiency of the additional electron selec-

tion requirements (isolation, z0, d0/σ(d0)) is estimated from data using a

tag and probe technique on Z → ee decays. For the 7 TeV analysis, the

efficiency observed in the data is consistent with that estimated by Monte

Carlo within the uncertainties of the efficiency measurement. No correction

is made to the central value of the Monte Carlo, but the uncertainties on

the measurement of the efficiency in data, arising from uncertainties on the

background subtraction and biases in the methodology as well as limited

statistics, are propagated to the uncertainty on CZZ . For the 8 TeV anal-

ysis, scale-factors are applied to correct the efficiency of the Monte Carlo

to the efficiencies observed in the data, and the uncertainty on the scale-

factor is taken as a systematic. The scale-factors applied at 8 TeV, and their

uncertainty, are shown in Figure 6.9.

• Impact Parameter Resolution: The impact parameter resolution is ob-

served to be slightly wider in data than in Monte Carlo. Whilst no correction

is applied to the central value of the Monte Carlo, the impact of this effect is

estimated by applying a smearing to the Monte Carlo to match the impact

parameter resolution observed in data, and taking the difference in CZZ with

and without the smearing as an additional systematic. This is done for both

electrons and muons simultaneously.

Muon Systematic Uncertainties

• Reconstruction Efficiency: Similarly to the electrons, uncertainties arise

from the measurement of the muon reconstruction efficiency in data.
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Figure 6.9: Efficiency-correction scale-factors for the d0 significance, z0·sin(θ) and
track isolation cuts for electrons and muons in the 8 TeV data, as a function pT of
the lepton. The errors shown are a combination of the statistical and systematical
uncertainties.

• Energy Scale: For the 7 TeV analysis, uncertainties on the muon energy

scale are conservatively estimated by taking the difference between the val-

ues of CZZ obtained with and without the muon energy scale correction

applied. For the 8 TeV analysis, the systematic is estimated by varying the

muon energy scale correction applied to the Monte Carlo up and down by

the 1-sigma uncertainty on the correction.

• Energy Resolution: The energy resolution is measured separately for

the muon’s inner detector and muon spectrometer track. Uncertainties are

estimated by varying the amount of smearing applied to the muon ID and

MS measurements separately.

• Isolation/z0/d0 Efficiency: Similarly to the electron case, the efficiency of

the additional muon selection cuts (isolation, z0, d0/σ(d0)) is estimated from

data using a tag and probe technique on Z → µµ decays. As for electrons,

the 7 TeV data and Monte Carlo are found to be in agreement with the

uncertainty of the scale-factor measurement, so no correction is made to

the central value of the Monte Carlo and uncertainties on the efficiency are

propagated to the uncertainty on CZZ . For the 8 TeV analysis, scale-factors

are applied to correct the efficiency of the Monte Carlo and the uncertainty

on the scale-factor is taken as a systematic. The scale-factors applied at
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8 TeV, and their uncertainty, are shown in Figure 6.9.

Trigger Systematic Uncertainty

Uncertainties arise on the measurement of the single-lepton trigger efficiency in

data. These are propagated to CZZ by varying the single-lepton trigger efficiencies

in Equation 6.1 up and down by their 1-sigma uncertainties.

Theoretical Systematic Uncertainty

Theoretical uncertainties on CZZ arise due to the choice of factorisation and renor-

malisation scale, the choice of PDF set, and from differences arising due to different

kinematic distributions obtained from different from Monte Carlo generators, due

to, for example, different parton shower models and different models for QED

radiation.

The effect of the scale and PDF set are assessed by reweighting the Powheg-

Box sample to a scale of 1
4
m(ZZ) and to a scale of m(ZZ) from its default scale

of 1
2
m(ZZ), and by reweighting to the MSTW08 PDF set. The reweighting is

done by assigning an weight to each event, which is the fractional difference in

fiducial cross section predicted by MCFM at the two-scales or PDF sets, binned

in terms of the pT of the leading Z boson. This is done for the 8 TeV analysis; the

resulting variations on CZZ are small, and are much smaller than the systematic

from comparing different generators, so for the 7 TeV analysis the systematic from

generator comparisons is taken to cover differences arising from PDF set and scale

choice.

The systematic uncertainty due to the Monte Carlo generator is evaluated by

comparing different qq → ZZ Monte Carlo samples produced using different gen-

erators. A comparison is made between the default PowhegBox and Sherpa,

which uses a different model for the parton shower, and a different model for

QED radiation, as described in Section 2.2.4. Table 6.17 compares the CZZ for

the qq → ZZ process obtained from PowhegBox and Sherpa as well as from

the LO generator Pythia. Also shown is the CZZ for the gg → ZZ process

obtained from gg2zz, as well the combination of the CZZ from PowhegBox

and gg2zz, weighted by the relative contributions of the qq and gg processes to

the fiducial cross section; this final number is the one used in the cross section

calculation. The largest difference between PowhegBox and Sherpa is taken as

the systematic uncertainty; the number from Pythia is not considered, although

is seen to be in good agreement with PowhegBox.
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ZZ, 7 TeV e−e+e−e+ µ−µ+µ−µ+ e−e+µ−µ+ `−`+`−`+

qq Processes
PowhegBox 0.438 ± 0.005 0.701 ± 0.004 0.543 ± 0.003 0.556 ± 0.002
Sherpa 0.449 ± 0.004 0.709 ± 0.004 0.550 ± 0.003 0.564 ± 0.002
Pythia 0.437 ± 0.004 0.715 ± 0.004 0.549 ± 0.003 0.562 ± 0.002

gg Processes
gg2zz 0.479 ± 0.002 0.787 ± 0.002 0.596 ± 0.002 0.614 ± 0.001

Combined
PowhegBox+gg2zz 0.440 ± 0.005 0.707 ± 0.004 0.546 ± 0.003 0.560 ± 0.002

ZZ∗, 7 TeV e−e+e−e+ µ−µ+µ−µ+ e−e+µ−µ+ `−`+`−`+

qq Processes
PowhegBox 0.437 ± 0.004 0.722 ± 0.004 0.537 ± 0.003 0.558 ± 0.002
Sherpa 0.450 ± 0.004 0.731 ± 0.004 0.536 ± 0.003 0.563 ± 0.002
Pythia 0.443 ± 0.004 0.738 ± 0.004 0.543 ± 0.003 0.567 ± 0.002

gg Processes
gg2zz 0.490 ± 0.002 0.815 ± 0.002 0.589 ± 0.002 0.621 ± 0.001

Combined
PowhegBox+gg2zz 0.439 ± 0.004 0.727 ± 0.004 0.540 ± 0.003 0.562 ± 0.002

Table 6.17: Reconstruction Acceptance CZZ , compared between different MC
generators for the 7 TeV analysis. The CZZ used in the cross section extrac-
tion is the weighted average of the CZZ from PowhegBox and gg2zz genera-
tors, weighting by the relative contribution to the fiducial cross section, as show
in Table 2.3. The difference between PowhegBox and Sherpa is taken as an
additional systematic uncertainty. Only the statistical uncertainty is shown.

ZZ, 8 TeV e−e+e−e+ µ−µ+µ−µ+ e−e+µ−µ+ `−`+`−`+

qq Processes
PowhegBox 0.551 ± 0.003 0.832 ± 0.002 0.657 ± 0.003 0.674 ± 0.002
Sherpa 0.561 ± 0.009 0.840 ± 0.006 0.670 ± 0.006 0.685 ± 0.004
Pythia 0.544 ± 0.007 0.832 ± 0.004 0.653 ± 0.004 0.671 ± 0.003

gg Processes
gg2zz 0.576 ± 0.003 0.827 ± 0.002 0.668 ± 0.002 0.685 ± 0.001

Combined
PowhegBox+gg2zz 0.553 ± 0.003 0.831 ± 0.002 0.658 ± 0.003 0.675 ± 0.002

Table 6.18: Reconstruction Acceptance CZZ , compared between different MC gen-
erators for the 8 TeV analysis. The CZZ used in the cross section extraction is the
weighted average of the CZZ from PowhegBox and gg2zz generators, weighting
by the relative contribution to the fiducial cross section as show in Table 2.3. The
difference between PowhegBox and Sherpa is taken as an additional systematic
uncertainty. Only the statistical uncertainty is shown.
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6.7.2 Estimates of Systematic Uncertainties on CZZ

The effect of each of the systematic uncertainties described above on CZZ is esti-

mated using the PowhegBox and gg → ZZ Monte Carlo. The resulting shifts

in the value of CZZ in percent are shown in Table 6.19 for the 7 TeV analy-

sis and in Table 6.20 for the 8 TeV analysis, as well as the total uncertainty

obtained by summing each source in quadrature. The dominant sources of sys-

tematic uncertainty are the electron and muon reconstruction, identification and

isolation/z0/d0-Significance efficiencies. The uncertainty in the e−e+e−e+ final

state is over twice as large as for the µ−µ+µ−µ+ final state, due to the larger

reconstruction and identification uncertainties for electrons.

6.7.3 Estimates of Systematic Uncertainties on Expected

Signal

The systematic uncertainty on the expected signal yield is slightly larger than the

systematic uncertainty on the reconstruction acceptance as theoretical uncertain-

ties affecting the fiducial cross section will tend to cancel out between the numer-

ator and denominator of CZZ , but not when considering the absolute number of

expected events. Table 6.21 gives the systematic uncertainties on the expected

yields. The reconstruction uncertainties to the expected yield are identical to the

reconstruction uncertainties on CZZ , so the contribution of each individual source

is not shown in this table.
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ZZ Selection, 7 TeV e−e+e−e+ µ−µ+µ−µ+ e−e+µ−µ+ `−`+`−`+

Reconstruction Uncertainties (%)
e energy scale 0.5 - 0.1 0.1
e energy resolution < 0.1 - < 0.1 < 0.1
e reconstruction efficiency 3.9 - 1.9 1.7
e identification efficiency 5.5 - 2.7 2.4
e isolation/z0/d0/σ(d0)efficiency 3.3 - 1.6 1.4
µ momentum scale - < 0.1 < 0.1 < 0.1
µ momentum resolution - < 0.1 < 0.1 < 0.1
µ reconstruction efficiency - 1.2 0.6 0.7
µ isolation/z0/d0/σ(d0)efficiency - 2.2 1.1 1.3
IP Resolution < 0.1 0.4 0.3 0.3
Trigger < 0.1 0.1 0.1 0.1

Total Reconstruction 7.5 2.6 3.9 3.5

Theoretical Uncertainties (%)
MC Generator Difference 1.6 1.6 1.6 1.6

Total CZZ Uncertainty (%) 7.7 3.0 4.2 3.9

ZZ∗ Selection, 7 TeV e−e+e−e+ µ−µ+µ−µ+ e−e+µ−µ+ `−`+`−`+

Reconstruction Uncertainties (%)
e energy scale 0.5 - 0.1 0.2
e energy resolution < 0.1 - < 0.1 < 0.1
e reconstruction efficiency 4.0 - 2.0 1.7
e identification efficiency 6.0 - 2.8 2.5
e isolation/z0/d0/σ(d0)efficiency 3.6 - 1.7 1.5
µ momentum scale - < 0.1 < 0.1 < 0.1
µ momentum resolution - < 0.1 < 0.1 < 0.1
µ reconstruction efficiency - 1.2 0.6 0.7
µ isolation/z0/d0/σ(d0)efficiency - 2.4 1.2 1.3
IP Resolution < 0.1 0.4 0.3 0.3
Trigger < 0.1 0.2 0.1 0.1

Total Reconstruction 8.1 2.7 4.1 3.7

Theoretical Uncertainties (%)
MC Generator Difference 1.5 1.5 1.5 1.5

Total CZZ Uncertainty (%) 8.3 3.1 4.3 4.0

Table 6.19: Summary of systematic uncertainties on the reconstruction acceptance
CZZ in percent, by ZZ final state, for the 7 TeV analysis. The top table gives
uncertainties on the ZZ selection, the bottom on the ZZ∗ selection. The fourth
column gives the weighted average of the three final states. The total uncertainty
is also given, which is the sum in quadrature of the individual uncertainties.
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ZZ Selection, 8 TeV e−e+e−e+ µ−µ+µ−µ+ e−e+µ−µ+ `−`+`−`+

Reconstruction Uncertainties (%)
e energy scale 0.4 - 0.1 0.1
e energy resolution < 0.1 - < 0.1 < 0.1
e reconstruction efficiency 3.1 - 1.5 1.4
e identification efficiency 5.3 - 2.6 2.4
e isolation/z0/d0/σ(d0)efficiency 1.8 - 0.8 0.8
µ momentum scale - < 0.1 < 0.1 < 0.1
µ momentum resolution - < 0.1 < 0.1 < 0.1
µ reconstruction efficiency - 1.2 0.6 0.6
µ isolation/z0/d0efficiency - 2.6 1.3 1.5
Trigger - 0.2 0.1 0.1

Total Reconstruction 6.4 2.8 3.4 3.3

Theoretical Uncertainties (%)
MC Generator Difference 1.7 0.9 1.8 1.5

Total CZZ Uncertainty (%) 6.6 3.0 3.9 3.6

Table 6.20: Summary of systematic uncertainties on the reconstruction acceptance
CZZ in percent, by ZZ final state, for the 8 TeV analysis. The fourth column gives
the weighted average of the three final states. The total uncertainty is also given,
which is the sum in quadrature of the individual uncertainties.
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ZZ Selection, 7 TeV e−e+e−e+ µ−µ+µ−µ+ e−e+µ−µ+ `−`+`−`+

Reconstruction Uncertainties 7.5 2.6 3.9 3.5
MC Generator Difference 1.6 1.6 1.6 1.6
PDF 3.5 3.5 3.5 3.5
Scale 3.3 3.3 3.3 3.3

Total Yield Uncertainty (%) 9.1 5.7 6.4 6.2

ZZ∗ Selection, 7 TeV e−e+e−e+ µ−µ+µ−µ+ e−e+µ−µ+ `−`+`−`+

Reconstruction Uncertainties 8.1 2.7 4.1 3.7
MC Generator Difference 1.5 1.5 1.5 1.5
PDF 3.2 3.2 3.2 3.2
Scale 4.4 4.4 4.4 4.4

Total Yield Uncertainty (%) 9.9 6.3 7.0 6.7

ZZ Selection, 8 TeV e−e+e−e+ µ−µ+µ−µ+ e−e+µ−µ+ `−`+`−`+

Reconstruction Uncertainties 6.4 2.8 3.4 3.3
MC Generator Difference 1.7 0.9 1.8 1.5
PDF 3.4 3.4 3.4 3.4
Scale 3.8 3.8 3.8 3.8

Total Yield Uncertainty (%) 8.4 5.9 6.4 6.3

Table 6.21: Summary of systematic uncertainties on the expected signal yield in
percent, by ZZ final state,. The fourth column gives the weighted average of
the three final states. The total uncertainty is also given, which is the sum in
quadrature of the individual uncertainties. For a breakdown of the reconstruction
uncertainties, see Tables 6.19 and 6.20.



Chapter 7

Background Estimate

The four-lepton final state is expected to be very clean with little background,

since few other Standard Model interactions produce four high-pT isolated leptons

in the final state. Almost all of the sources of background include one or more

background leptons, where a background lepton is defined as either a fake-lepton

arising due to jets or photons mis-identified as a lepton, or a real lepton from

decays within jets or from photon conversions. The dominant background con-

tribution is expected to arise from the production of a Z boson in association

with jets and or photons (collectively termed Z+X). Other contributions arise

from top-quark production (tt̄ and single-t) and from the other diboson processes

W+W− and W±Z, where the bosons are produced in association with jets or

photons.

An additional background arises from triboson ZZZ and WZZ production,

and from tt̄+V where V = W±, Z. In these backgrounds there are four leptons

from W± or Z boson decays, so they will tend to be isolated and have small

impact parameters, making these irreducible sources of background. The cross

sections for these processes are, however, very small, so they contribute only a

small fraction of the overall background.

Monte Carlo simulation can be used to estimate the size of the background,

however this relies on accurate modelling of particle production within jets. Ac-

curate modelling is important so that the rate of lepton production from hadronic

decays within jets is represented correctly, and so that the shower shapes of jets

in the calorimeters are well described, in order for the rate at which jets fake the

electron identification is well predicted. In order for leptons or fakes to pass the

analysis selection requirements they must the isolation requirement; background

leptons will therefore tend to be in the tails of the jet distribution where the

energy density due to other particles in the jet is lower. The Monte Carlo sim-

ulation is not expected to perform well in this area, as it relies heavily on the

173
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model used for hadronisation and on details of the parton shower. A data-driven

method is therefore used to estimate the background from events with one or two

background leptons. This method estimates the expected combined background

from Z+X, Z+γ, W+W−, W±Z, tt̄, and single-t. Monte Carlo simulation is used

to estimate the irreducible backgrounds, and as a cross-check to the data-driven

estimate.

Monte Carlo based background estimates are described in Section 7.1, and the

data-driven estimate is described in Section 7.2.

7.1 Monte Carlo Background Estimates

The Monte Carlo generators used to model the different sources of background

are listed in Table 7.1. In a few cases different generators were used for the

8 TeV analysis with respect to the 7 TeV analysis, owing to developments in the

available Monte Carlo generators. The Z+X samples generated with Alpgen

are normalised to the inclusive NNLO cross section prediction of the FEWZ pro-

gram [110]; these include the contribution from a Z boson produced in association

with a hard photon. The tt̄ samples are normalised to the approximate NNLO

calculation of HATHOR [111]. Other samples are normalised to the cross section

predictions of the generator used to produce them.

The Monte Carlo estimated background for the 7 TeV analysis is shown in Ta-

ble 7.2, separately for each source of background and for each final state. The

background estimates are all statistically limited, with typically only one or two

events passing all of the selections for each source of background. In the e−e+e−e+

final-state, the background is seen to arise mainly from Z+X, with a smaller

contribution from W±Z and W+W−. The background to the ZZ∗ selection is

significantly larger than the background to the ZZ selection, as the tighter mass

cut applied in the ZZ selection rejects backgrounds where the second Z boson

Process Generator 7 TeV Generator 8 TeV

Z+X Alpgen +Jimmy Alpgen +Jimmy
tt̄ MC@NLO +Jimmy MC@NLO +Jimmy
single-t acerMC+Jimmy acerMC+Pythia
W±Z MC@NLO +Jimmy PowhegBox+Pythia
W+W− MC@NLO +Jimmy, gg2ww PowhegBox+Pythia, gg2ww
ZZZ/WWZ Not Used Madgraph+Pythia
tt̄+ V Not Used Madgraph+Pythia

Table 7.1: Monte Carlo generators used to model background processes.
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candidate is formed from background leptons. The background to the µ−µ+µ−µ+

final-state is estimated to be much smaller, with the only contribution in the

Monte Carlo simulation arising from W±Z events. For the 7 TeV analysis, no

Monte Carlo samples were available to model the ZZZ/WWZ background. In

order to estimate the size of the background from these processes, the 8 TeV sam-

ples are used, applying the 7 TeV selection and normalising to the 7 TeV cross

section and luminosity. For the 7 TeV analysis, the total estimated background

to the ZZ selection due to fakes is 1.5 ± 0.4; the estimated background to the

ZZ∗ selection is 8.3 ± 1.3. The estimated irreducible background is 0.4 ± 0.1 for

the ZZ selection and 1.2 ± 0.1 for the ZZ∗ selection. The Monte Carlo estimated

backgrounds to the 8 TeV analysis are shown in Table 7.3. For the 8 TeV analysis,

the estimated background from reducible sources is 3.9 ± 2.6 and the estimated

irreducible background is 1.6 ± 0.1.
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e−e+e−e+ Z+X WZ/WW Top ZZZ/ZWW tt̄+ V

Four Leptons 12.2 ± 1.8 0.8 ± 0.4 0.2 ± 0.2 0.09± 0.01 0.24± 0.03
2 OS-SF Pairs 7.0 ± 1.5 0.6 ± 0.2 0.2 ± 0.2 0.08± 0.01 0.20± 0.03

66<MZ1<116 GeV 5.1 ± 1.2 0.5 ± 0.2 < 0.04 0.08± 0.01 0.20± 0.03
MZ2 >20 GeV 3.5 ± 0.9 0.3 ± 0.1 < 0.04 0.07± 0.01 0.18± 0.03

66<MZ2<116 GeV 0.6 ± 0.2 0.1 ± 0.1 < 0.04 0.02± 0.01 0.07± 0.02

µ−µ+µ−µ+ Z+X WZ/WW Top ZZZ/ZWW tt̄+ V

Four Leptons 0.3 ± 0.3 0.1 ± 0.1 < 0.04 0.09± 0.01 0.30± 0.04
2 OS-SF Pairs 0.3 ± 0.3 0.1 ± 0.1 < 0.04 0.09± 0.01 0.29± 0.04

66<MZ1<116 GeV < 0.6 0.1 ± 0.1 < 0.04 0.09± 0.01 0.29± 0.04
MZ2 > 20 GeV < 0.6 0.1 ± 0.1 < 0.04 0.08± 0.01 0.26± 0.04

66<MZ2<116 GeV < 0.6 < 0.1 < 0.04 0.03± 0.01 0.11± 0.02

e−e+µ−µ+ Z+X WZ/WW Top ZZZ/ZWW tt̄+ V

Four Leptons 21.2 ± 2.9 1.2 ± 0.2 0.1 ± 0.1 0.19± 0.01 0.57± 0.05
2 OS-SF Pairs 7.0 ± 1.2 0.7 ± 0.2 < 0.04 0.18± 0.01 0.48± 0.05

66<MZ1<116 GeV 4.9 ± 1.0 0.6 ± 0.2 < 0.04 0.17± 0.01 0.47± 0.05
MZ2>20 GeV 4.0 ± 0.9 0.5 ± 0.1 < 0.04 0.14± 0.01 0.44± 0.05

66<MZ2<116 GeV 0.7 ± 0.3 0.1 ± 0.1 < 0.04 0.05± 0.01 0.15± 0.03

`−`+`−`+ Z+X WZ/WW Top ZZZ/ZWW tt̄+ V

Four Leptons 34.5 ± 3.4 2.0 ± 0.4 0.3 ± 0.2 0.38± 0.01 1.11± 0.07
2 OS-SF Pairs 14.3 ± 1.9 1.3 ± 0.3 0.2 ± 0.2 0.35± 0.01 0.97± 0.07

66<MZ1<116 GeV 10.0 ± 1.6 1.2 ± 0.3 < 0.04 0.34± 0.01 0.96± 0.07
MZ2>20 GeV 7.4 ± 1.3 0.8 ± 0.2 < 0.04 0.28± 0.01 0.89± 0.06

66<MZ2<116 GeV 1.2 ± 0.4 0.3 ± 0.1 < 0.04 0.11± 0.01 0.33± 0.04

Table 7.2: MC predicted number of events passing various levels of selection for
the Z+X, W±Z/W+W−, top quark, ZZZ/WWZ and tt̄+V backgrounds for the
7 TeV analysis. The top table shows the estimated background to the e−e+e−e+

final state, the second to µ−µ+µ−µ+ , the third to e−e+µ−µ+ and the final table
shows the combined background estimate for all `−`+`−`+ final states. The Z+X
background includes contributions from both light and heavy flavour jets and from
photons. The top quark background includes contributions from tt̄ and single top.
Only statistical uncertainties are sown. The yields are normalised to 4.6 fb−1.
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e−e+e−e+ Z+X WZ/WW Top ZZZ/ZWW tt̄+ V

Four Leptons 123.6± 25.0 5.4± 0.5 4.0± 0.7 0.39± 0.02 0.96± 0.08
Quadruplet 40.0± 13.5 3.4± 0.4 2.4± 0.5 0.37± 0.02 0.78± 0.07

66<MZ1<166 GeV 40.0± 13.5 2.9± 0.4 1.4± 0.4 0.33± 0.02 0.74± 0.07
66<MZ2<116 GeV 2.6± 2.6 0.4± 0.2 0.1± 0.1 0.11± 0.01 0.29± 0.04

J/ψ veto 2.6± 2.6 0.4± 0.2 0.1± 0.1 0.11± 0.01 0.29± 0.04

µ−µ+µ−µ+ Z+X WZ/WW Top ZZZ/ZWW tt̄+ V

Four Leptons < 4.5 0.5± 0.2 0.7± 0.3 0.49± 0.02 0.97± 0.08
Quadruplet < 4.5 0.3± 0.1 0.8± 0.3 0.49± 0.02 0.90± 0.08

66<MZ1<166 GeV < 4.5 0.2± 0.1 0.4± 0.2 0.44± 0.02 0.86± 0.07
66<MZ2<116 GeV < 4.5 0.0± 0.0 < 0.9 0.18± 0.01 0.30± 0.04

J/ψVeto < 4.5 < 0.1 < 0.9 0.18± 0.01 0.30± 0.04

e−e+µ−µ+ Z+X WZ/WW Top ZZZ/ZWW tt̄+ V

Four Leptons 110.5± 21.7 7.5± 0.6 11.4± 1.3 0.93± 0.03 2.27± 0.12
Quadruplet 43.7± 13.6 4.7± 0.5 3.9± 0.8 0.88± 0.03 1.83± 0.11

66<MZ1<166 GeV 34.3± 12.7 3.4± 0.4 1.6± 0.5 0.76± 0.03 1.69± 0.10
66<MZ2<116 GeV < 4.5 0.7± 0.2 0.1± 0.1 0.26± 0.01 0.44± 0.05

J/ψVeto < 4.5 0.7± 0.2 0.1± 0.1 0.26± 0.01 0.44± 0.05

`−`+`−`+ Z+X WZ/WW Top ZZZ/ZWW tt̄+ V

Four Leptons 234.1± 33.1 13.5± 0.8 16.2± 1.5 1.81± 0.04 4.19± 0.16
Quadruplet 83.7± 19.1 8.3± 0.6 7.1± 1.0 1.75± 0.04 3.50± 0.15

66<MZ1<166 GeV 74.3± 18.5 6.6± 0.6 3.4± 0.7 1.53± 0.04 3.28± 0.14
66<MZ2<116 GeV 2.6± 2.6 1.1± 0.2 0.2± 0.1 0.55± 0.02 1.03± 0.08

J/ψVeto 2.6± 2.6 1.1± 0.2 0.2± 0.1 0.55± 0.02 1.03± 0.08

Table 7.3: MC estimated number of events passing various levels of selection for
the Z+X, W±Z/W+W−, top quark, ZZZ/WWZ and tt̄+V backgrounds for the
8 TeV analysis. The top table shows the estimated background to the e−e+e−e+

final state, the second to µ−µ+µ−µ+ , the third to e−e+µ−µ+ and the final table
shows the combined background estimate for all `−`+`−`+ final states. The Z+X
background includes contributions from light and heavy flavour jets and from
photons; the top quark background includes contributions from tt̄ and single top.
Only statistical uncertainties are sown. The yields are normalised to 20 fb−1.
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7.2 Data Driven Background Estimates

7.2.1 Methodology

The reducible background sources fall into two categories:

• Backgrounds with two prompt isolated leptons and two ‘background’ lep-

tons. Such background include Z+X, Z + γ, W+W−+jets, tt̄ and single-t

(in the s and t channels).

• Backgrounds with three prompt isolated leptons and one ‘background’ lep-

ton. Such backgrounds include W±Z+jets and single-t production in the

W±t channel.

Denoting true leptons passing all of the selection requirements as T and back-

ground leptons as B, the total background due to background leptons can be

expressed as:

N fake
4l = NTTTB × f +NTTBB × f 2 (7.1)

where f is the fake rate, the fraction of background leptons that pass the full lepton

selection requirements. Of course, given a selected lepton in data it is impossible

to know whether it is a true lepton or a background lepton (if it were, background

rejection would be trivial). Instead, in order to estimate the background two new

definitions are introduced: selected-leptons, denoted L, that pass all of the lepton

selection requirements; and lepton-like-jets, denoted J , which pass most of the

selection requirements, but fail a few selected requirements. The background is

estimated by extrapolating from control regions containing two or three selected-

leptons and one or two lepton-like-jet(s) using the fake-factor, FF , defined as the

ratio of the probability for a background lepton to be classified as a selected-lepton

to the probability for it to be classified as a lepton-like-jet. In a sample containing

only background leptons, the fake rate and fake-factor are given by:

f =
NL

NL +NJ

, FF =
NL

NJ

(7.2)

where NL and NJ are the number of selected-leptons and lepton-like-jets in the

sample, respectively. FF and f are thus related by:

f =
FF

1 + FF
, FF =

f

1− f (7.3)
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The number of events observed with three L and one J , denoted NLLLJ , is

related to the true composition by:

NLLLJ = NTTTB × (1− f) + NTTBB × 2f(1− f)

+NTBBB × 3f 2(1− f) + NBBBB × 4f 3(1− f) (7.4)

where the numerical factors arise due to combinatorics. Similarly, the number of

events with two L and two J , denoted NLLJJ , is related to the true composition

by:

NLLJJ = NTTBB × (1− f)2 +NTBBB × 3f(1− f)2 +NBBBB × 6f 2(1− f)2 (7.5)

Since f is small, terms of order f 3 or higher are neglected.

The background to the four-lepton selection given in Equation 7.1 can be

rewritten in terms of the number of events in the LLLJ and LLJJ control regions

as:

N fake
4l = NTTTB × f +NTTBB × f 2 (7.6)

= NTTTB × f +NTTBB × 2f 2 −NTTBB × f 2

= NTTTB × (1− f)FF +NTTBB × 2f(1− f)FF

−NTTBB × (1− f)2FF 2

= NLLLJ × FF −NLLJJ × FF 2

where use has been made of Equation 7.3. In reality, observed LLJJ and LLLJ

events will include some contribution from ZZ → `−`+`−`+ events where one or

two leptons fail the selection requirements and are classified as J . The background

estimate is thus:

N fake
4l = (N obs

LLLJ −NZZ
LLLJ)× FF − (N obs

LLJJ −NZZ
LLJJ)× FF 2 (7.7)

where NZZ
LLLJ and NZZ

LLJJ are the number of ZZ events with one or two leptons

being classified as J ; these must be estimated from Monte Carlo simulation.

7.2.2 Lepton-Like-Jet Definitions

A pre-lepton is defined as a reconstructed lepton object that passes all of the selec-

tion requirements, apart from the isolation and d0-significance requirements (for

muons) or the isolation and Loose++ identification requirements (for electrons).
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The pre-leptons may than be classified as either lepton-like-jets or selected-leptons.

Pre-muons that fail either the isolation or the d0-significance requirement are clas-

sified as J . Those that pass both requirements are classified as L; those that

fail both are discarded. Similarly, pre-electrons that fail either the isolation or

the Loose++ significance requirement are classified as J ; those that fail both are

discarded. For the 7 TeV analysis where both calorimeter and track isolation re-

quirements are used, a lepton may fail either the track or calorimeter requirement

to be considered a J . For forward electrons, for which no isolation requirements

are applied, pre-leptons are classified as J if they fail the Tight ID requirement.

For forward Stand-Alone muons which have no track, pre-leptons are classified as

J if they fail the isolation requirements. A summary of the J definitions is given

in Table 7.4.

Lepton Selected Leptons L Lepton Like Jets J

Muon Pass Isolation and Pass
d0-significance

(Fail Isolation and Pass d0-significance) or
(Fail Isolation and Pass d0-significance)

Electron Pass Isolation and Pass
Loose++

(Fail Isolation and Pass Loose++) or (Fail
Isolation and Pass Loose++)

Forward
Electron

Pass Tight Fail Tight

Table 7.4: Definition of selected-leptons L and lepton-like-jets J . The full lepton
selection requirements, with the exception of those listed in the table, are applied
to both L and J .

7.2.3 Fake-Factor Measurement

In order to measure the fake-factor, a sample of background leptons must be iden-

tified, with a similar composition in terms of the different sources of background

leptons as the signal sample. This is done using a Z-tag sample, selecting events

containing an opposite-sign same-flavour di-lepton pair passing all of the lepton se-

lection requirements. The pair must have invariant mass |m`+`− −mZ | < 20 GeV,

in order to be consistent with a Z boson. It is then required that the event con-

tain at least one additional pre-lepton. The sample will be dominated by Z+X,

W±Z and ZZ events. The additional pre-leptons in Z+X events are all back-

ground electrons; in W±Z and ZZ events there will be one or two additional

true leptons. The W±Z component is suppressed by rejecting events with large

missing transverse energy (requiring Emiss
T <25 GeV). The ZZ component and any

remaining W±Z is subtracted using Monte Carlo. The Z-tag sample selection is
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summarised Table 7.5

Criteria Requirement

Trigger Single electron and muon triggers as described in Section 6.3.
Leptons An opposite-sign same-flavour pair of selected leptons.

≥ 1 trigger matched.
Z-tag |m`+`− −mZ | < 20 GeV
Emiss

T Emiss
T <25 GeV

Table 7.5: Event selection requirements for the Z-tag sample used to measure the
fake-factor.

The pre-leptons are then identified as either L or J (or neither), and the fake-

factors are obtained by dividing the distributions of the selected-leptons by the

distributions of the lepton-like-jets. In this way, fake-factors parameterised in pT

and in η are obtained. For a given bin of pT or η, the fake-factor is given by:

FF =
Ndata
L −NMC WZ,ZZ

L

Ndata
J −NMC WZ,ZZ

J

(7.8)

The fake-factor for a given pT and η is applied as:

FF (pT, η) =
FF (pT)× FF (η)

< FF >
(7.9)

where < FF > is the unparameterised (average) fake-factor.

The resulting distributions of pT and η for the selected-lepton and lepton-like-

jets for electrons are shown in Figure 7.1 for the 7 TeV analysis and in Figure 7.2

for the 8 TeV analysis. Figures 7.3 and 7.4 show the equivalent distributions for

muons.

The resulting fake-factors for electrons are shown in Figure 7.5 for the 7 TeV

analysis and in Figure 7.6 for the 8 TeV analysis; the fake-factors for muons

are shown in Figure 7.7 for the 7 TeV analysis and in Figure 7.8 for the 8 TeV

analysis. The fake-factor estimated from Monte Carlo simulation (blue triangles)

is in reasonable agreement with the fake-factor measured in data (black points).

For the calculation of the background, no use is made of the fake-factor estimated

from Monte Carlo simulation. The unparameterised FF s, used as the numerator

in Equation 7.9, are given in Table 7.6.

The large FF values for central and forward muons arise due to the fact that

objects reaching the muon spectrometer are already very similar to signal muons.

The assumption in Equation 7.6 that terms proportional to f 3 and f 4 are small

and may be ignored is nevertheless still justified, due to the low number of NLJJJ
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(f) Electron-Like-Jets

Figure 7.1: pT and η distributions for selected electrons L and lepton-like-electrons
J in the Z-tag sample for 7 TeV data. For the pT distributions, central and
forward electrons are shown separately; for the η distributions central and forward
electrons are shown in the same plot.

and NJJJJ events composed of muon-like jets. In the 8 TeV data, just one NJJJJ

event and no NLJJJ events were observed in the µ−µ+µ−µ+ final state. Scaling the

one NJJJJ event by the average fake-factor for central muons gives an additional

background contribution of 0.02 events; this is neglected.
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(a) Selected Central Electrons
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(d) Central Electron-Like-Jets

Figure 7.2: pT and η distributions for selected electrons L and lepton-like-electrons
J in the Z-tag sample for 8 TeV data.

Lepton < FF > 7 TeV < FF > 8 TeV

Central Electron 0.215 ± 0.003 (stat) 0.133 ± 0.001 (stat)
Forward Electron 0.030 ± 0.001 (stat) -
Central Muon 0.250 ± 0.010 (stat) 0.395 ± 0.005 (stat)
Forward Muon 0.782 ± 0.199 (stat) 1.212 ± 0.128 (stat)
Calorimeter-Tagged Muon 0.123 ± 0.024 (stat) 0.098 ± 0.007 (stat)

Table 7.6: Unparameterised (average) fake-factors for different lepton types.

7.2.4 Statistical and Systematic Uncertainties

The statistical error from the fake-factor measurement is propagated to the back-

ground estimate by repeating the calculation with the fake-factor shifted up and

down by their one-sigma statistical uncertainties. The variation of the predicted

background is then added in quadrature with the statistical uncertainty due to

limited numbers of observed LLLJ and LLJJ events.

Systematic uncertainties are estimated by varying the criteria used to define

the lepton-like-jets as follows:
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• Increasing the inverted isolation requirement to >20%, >30%, and >40%.

For the 7 TeV data, where both track and calorimeter isolation are used,

the requirements on the two isolations are varied simultaneously.

• Increasing the inverted d0-significance requirement to > 3.5 (8 TeV only),

> 4.0, > 4.5, > 5.0.

The variations are designed to vary the composition of the different regions in

terms of the different sources of background leptons. Stability under these varia-

tions indicates that the method is not highly sensitive to the composition of the

control region relative to the composition of the signal region. The final back-

ground estimate is taken as the mean of the nominal background estimate and

the estimate obtained under each of these variations. The statistical uncertainty

is taken as the mean of the statistical uncertainties from each variation and the

systematic is taken as the RMS spread of the estimates obtained from different

variations.

7.2.5 Monte Carlo Closure Test

To demonstrate the validity of the background estimate method, a Monte Carlo

closure test is performed. The entire background estimate methodology described

above is applied to a Monte Carlo sample modelling the Z+X, tt̄, single-t, W±Z

and W+W− backgrounds, to give a ‘background estimate’ according to the Monte

Carlo. The fake-factors are derived from the Monte Carlo, and are then applied

to LLJJ and LLLJ events from the Monte Carlo samples. The resulting ‘back-

ground estimate’ should then be in agreement with the number of LLLL events

passing the full selection in the background Monte Carlo sample.

The results of the closure test are shown in Table 7.7. The statistical uncer-

tainties on the 8 TeV estimates are much larger, owing to the size of the available

Monte Carlo samples at 8 TeV being far smaller. In all cases, the background es-

timate from Monte Carlo obtained using the fake-factor method is in good agree-

ment with the number of LLLL events in the Monte Carlo.

7.2.6 Results

The number of observed LLLJ and LLJJ events, these quantities multiplied

by the fake-factor (squared in the latter case), the estimated correction due to

contamination from ZZ events, and the resulting background estimate for the
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e−e+e−e+ µ−µ+µ−µ+ e−e+µ−µ+ `−`+`−`+

7 TeV, ZZ Selection

NBG (Fake-Factor method) 0.83 ± 0.29 0.04 ± 0.02 0.94 ± 0.36 1.81 ± 0.46
NLLLL 0.69 ± 0.25 0.01 ± 0.01 0.79 ± 0.28 1.49 ± 0.37

7 TeV, ZZ∗ Selection

NBG 4.22 ± 0.81 -0.01 ± 0.07 4.54 ± 0.83 8.75 ± 1.17
NLLLL 3.80 ± 0.92 0.06 ± 0.05 4.41 ± 0.92 8.26 ± 1.30

8 TeV, ZZ Selection

NBG 2.40 ± 2.01 0.19 ± 0.05 2.16 ± 1.95 4.74 ± 2.80
NLLLL 2.99 ± 2.58 0.04 ± 0.04 0.62 ± 0.17 3.66 ± 2.58

Table 7.7: Results of the Monte Carlo closure test for the data driven background
estimate.

‘nominal’ J definition are shown in Table 7.8 for the 7 TeV data and in Table 7.9

for the 8 TeV data. The fake-factor is applied individually to each J , parameterised

by the pT and η of the J . The background estimates under each of the systematic

variations described in the previous section are shown in Tables 7.10 and 7.11. The

results are observed to be rather stable under the systematic variations, within

the large statistical uncertainties.

In the µ−µ+µ−µ+ channel the number of observed LLLJ and LLJJ events is

small, and so the final background estimate is negative due to NLLJJ being larger

than NLLLJ . In this case, the final result is quoted as a truncated Gaussian,

with mean at zero and sigma equal to the estimated uncertainty. This procedure

gives a conservative upper limit for the background in that channel. The final

data-driven background estimates are shown in Table 7.12.

7.2.7 Cross-Check with Same-Sign Events

An additional cross-check of the background estimate is performed by estimating

the background using a data sample composed of events passing the full event

selection, but with one opposite-signed di-lepton pair and one same-signed di-

lepton pair (termed OS-SS). The majority of the reducible backgrounds, those

due to Z + γ, Z+light-jets, tt̄, W+W− and W±Z events will contribute to the

OS-SS selection at the same rate as to the signal selection with two oppositely-

signed pairs (SS-SS). The exception to this is Z + bb̄, where leptons from heavy

flavour decay will tend to be oppositely-charged in the two jets. There will be

significant contamination to this control region from ZZ events where one lepton

has its charged misidentified. This is estimated from Monte Carlo, and subtracted

from the observed OS-SS events to give the background estimate by this method.



7.2. DATA DRIVEN BACKGROUND ESTIMATES 186

7 TeV, ZZ e−e+e−e+ µ−µ+µ−µ+ e−e+µ−µ+ `−`+`−`+

NLLLJ 23.00 ± 4.80 1.00 ± 1.00 22.00 ± 4.69 46.00 ± 6.78

(+) NLLLJ × FF 1.75 ± 0.49 0.19 ± 0.19 2.17 ± 0.76 4.11 ± 0.92

(−) NZZ,MC
LLLJ × FF 0.35 ± 0.01 0.35 ± 0.02 0.72 ± 0.02 1.42 ± 0.04

NLLJJ 101.00 ± 10.05 4.00 ± 2.00 87.00 ± 9.33 192.00 ± 13.86

(−) NLLJJ × FF 2 1.07 ± 0.19 0.42 ± 0.23 0.94 ± 0.20 2.43 ± 0.36

(+) NZZ,MC
LLJJ × FF 2 0.00 ± 0.00 0.00 ± 0.00 0.01 ± 0.00 0.01 ± 0.00

NBG 0.33 ± 0.53 +0.33
−0.04 -0.58 ± 0.30 +0.38

−0.08 0.52 ± 0.78 +0.93
−0.04 0.27 ± 0.99 +1.34

−0.38

7 TeV, ZZ∗ e−e+e−e+ µ−µ+µ−µ+ e−e+µ−µ+ `−`+`−`+

NLLLJ 75.00 ± 8.66 4.00 ± 2.00 95.00 ± 9.75 174.00 ± 13.19

(+) NLLLJ × FF 9.87 ± 1.42 0.86 ± 0.44 16.31 ± 2.72 27.04 ± 3.10

(−) NZZ,MC
LLLJ × FF 0.63 ± 0.01 0.64 ± 0.03 1.16 ± 0.03 2.43 ± 0.04

NLLJJ 297.00 ± 17.23 15.00 ± 3.87 240.00 ± 15.49 552.00 ± 23.49

(−) NLLJJ × FF 2 5.84 ± 0.53 1.43 ± 0.46 5.71 ± 0.58 12.98 ± 0.91

(+) NZZ,MC
LLJJ × FF 2 0.01 ± 0.00 0.01 ± 0.00 0.02 ± 0.00 0.04 ± 0.00

NBG 3.42 ± 1.52 +0.47
−0.13 -1.21 ± 0.64 +0.89

−0.24 9.47 ± 2.78 +3.42
−1.96 11.67 ± 3.23 +3.65

−0.94

Table 7.8: Details of the background estimate for 4.6 fb−1 of 7 TeV data. The top
table shows the background estimate for the ZZ selection and the bottom for the ZZ∗

selection. In each table, first row shows the number of observed LLLJ events. The
second row shows this quantity scaled by the fake-factor (applied on an event by event
basis), and the third row the MC estimated number of ZZ events identified as LLJJ ,
scaled by the fake-factor. The fourth and fifth rows show the number of observed LLJJ
events, and the number of LLJJ events scaled by the fake-factor, and the sixth row
the estimated number of ZZ events identified as LLLJ , scaled by the fake-factor. The
resulting background estimate is shown in the last row, and is the sum of the rows
indicated with ‘(+)’, minus the sum of the rows indicated with ‘(−)’. The first error is
due to statistical uncertainty on the number of observed LLLJ and LLJJ events, while
the second error is due to statistical uncertainty on the fake-factor.
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8 TeV, ZZ e−e+e−e+ µ−µ+µ−µ+ e−e+µ−µ+ `−`+`−`+

NLLLJ 166.00 ± 12.88 9.00 ± 3.00 114.00 ± 10.68 289.00 ± 17.00

(+) NLLLJ × FF 17.71 ± 1.60 5.60 ± 2.30 17.52 ± 2.95 40.83 ± 4.07

(−) NZZ,MC
LLLJ × FF 0.80 ± 0.02 1.90 ± 0.07 3.09 ± 0.12 5.79 ± 0.15

NLLJJ 661.00 ± 25.71 11.00 ± 3.32 443.00 ± 21.05 1115.00 ± 33.39

(−) NLLJJ × FF 2 7.05 ± 0.36 1.58 ± 0.54 5.77 ± 0.53 14.39 ± 0.84

(+) NZZ,MC
LLJJ × FF 2 0.01 ± 0.00 0.02 ± 0.01 0.02 ± 0.00 0.05 ± 0.01

NBG 9.88 ± 1.64 +0.86
−0.05 2.14 ± 2.37 +2.79

−0.49 8.68 ± 3.00 +4.83
−1.18 20.70 ± 4.16 +8.48

−1.72

Table 7.9: Details of the background estimate for 20 fb−1 of 8 TeV data. The first
row shows the number of observed LLLJ events. The second row shows this quantity
scaled by the fake-factor (applied on an event by event basis), and the third row the
MC estimated number of ZZ events identified as LLJJ , scaled by the fake-factor. The
fourth and fifth rows show the number of observed LLJJ events, and the number of
LLJJ events scaled by the fake-factor, and the sixth row the estimated number of ZZ
events identified as LLLJ , scaled by the fake-factor. The resulting background estimate
is shown in the last row, and is the sum of the rows indicated with ‘(+)’, minus the sum
of the rows indicated with ‘(−)’. The first error is due to statistical uncertainty on the
number of observed LLLJ and LLJJ events, while the second error is due to statistical
uncertainty on the fake-factor.

7 TeV, ZZ e−e+e−e+ µ−µ+µ−µ+ e−e+µ−µ+ `−`+`−`+

NominalJ 0.33 ± 0.53 +0.33
−0.04 -0.63 ± 0.32 +0.52

−0.50 0.51 ± 0.77 +0.90
−0.02 0.20 ± 0.99 +0.73

−0.54

|d0/σ(d0)| > 0.40 0.33 ± 0.53 +0.33
−0.04 -0.68 ± 0.36 +0.58

−0.68 0.63 ± 0.76 +0.94
−0.09 0.27 ± 1.00 +0.59

−0.53

|d0/σ(d0)| > 0.45 0.33 ± 0.53 +0.33
−0.04 -0.67 ± 0.36 +0.57

−0.68 0.65 ± 0.76 +0.92
−0.10 0.31 ± 1.00 +0.57

−0.51

|d0/σ(d0)| > 0.50 0.33 ± 0.53 +0.33
−0.04 -0.41 ± 0.27 +0.32

−0.11 0.66 ± 0.76 +0.91
−0.11 0.58 ± 0.97 +1.13

−0.25

Isolation>0.2 0.35 ± 0.54 +0.32
−0.03 -0.69 ± 0.37 +0.60

−0.74 0.48 ± 0.75 +0.89
−0.04 0.14 ± 1.00 +0.60

−0.47

Isolation>0.3 0.37 ± 0.55 +0.32
−0.03 -0.72 ± 0.42 +0.47

−0.42 0.62 ± 0.79 +0.89
−0.09 0.27 ± 1.01 +0.79

−0.41

Isolation>0.4 0.39 ± 0.57 +0.31
−0.04 -0.99 ± 0.60 +0.73

−0.97 0.75 ± 0.88 +0.95
−0.13 0.16 ± 1.16 +0.63

−0.29

Isolation>0.5 0.19 ± 0.56 +0.29
−0.05 -0.82 ± 0.61 +0.67

−1.01 -0.09 ± 0.60 +0.57
−0.23 -0.72 ± 0.97 +0.95

−0.15

7 TeV, ZZ∗ e−e+e−e+ µ−µ+µ−µ+ e−e+µ−µ+ `−`+`−`+

NominalJ 3.42 ± 1.52 +0.47
−0.13 -1.27 ± 0.63 +1.02

−0.79 8.10 ± 2.13 +1.80
−0.55 10.25 ± 2.68 +1.48

−0.60

|d0/σ(d0)| > 0.40 3.42 ± 1.52 +0.47
−0.13 -1.03 ± 0.58 +0.90

−0.75 8.32 ± 2.13 +1.90
−0.67 10.70 ± 2.67 +1.62

−0.36

|d0/σ(d0)| > 0.45 3.42 ± 1.52 +0.47
−0.13 -1.24 ± 0.53 +0.95

−0.83 8.39 ± 2.13 +1.90
−0.70 10.57 ± 2.67 +1.54

−0.38

|d0/σ(d0)| > 0.50 3.42 ± 1.52 +0.47
−0.13 -0.92 ± 0.47 +0.67

−0.23 8.41 ± 2.13 +1.88
−0.71 10.90 ± 2.66 +2.12

−0.10

Isolation>0.2 3.17 ± 1.52 +0.43
−0.16 -1.32 ± 0.68 +1.11

−1.10 7.82 ± 2.16 +1.86
−0.64 9.67 ± 2.73 +1.19

−0.63

Isolation>0.3 3.28 ± 1.54 +0.44
−0.15 -1.55 ± 0.66 +1.01

−0.81 8.16 ± 2.26 +1.90
−0.74 9.89 ± 2.82 +1.53

−0.41

Isolation>0.4 3.78 ± 1.60 +0.47
−0.10 -1.77 ± 0.85 +1.25

−1.31 9.01 ± 2.58 +2.37
−1.18 11.02 ± 3.15 +1.54

−0.17

Isolation>0.5 3.69 ± 1.64 +0.45
−0.11 -1.56 ± 0.96 +1.19

−1.36 6.96 ± 2.23 +1.09
−0.12 9.08 ± 2.93 +1.42

−0.18

Table 7.10: Comparison of background estimates for the 7 TeV analysis, using
different criteria to define the lepton-like-jets J . The first column indicates the
variation made to J from the nominal definition given in Table 7.4. The top table
shows estimates for the ZZ selection, the bottom for the ZZ∗.
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8 TeV, ZZ e−e+e−e+ µ−µ+µ−µ+ e−e+µ−µ+ `−`+`−`+

Nominal J 9.01 ± 1.56 +0.85
−0.05 1.98 ± 2.32 +2.82

−0.49 8.35 ± 2.99 +4.84
−1.18 19.34 ± 4.10 +8.51

−1.72

|d0/σ(d0)| > 0.35 9.01 ± 1.56 +0.85
−0.05 0.70 ± 1.81 +1.93

−0.07 5.31 ± 2.17 +3.11
−0.20 15.02 ± 3.23 +5.89

−0.32

|d0/σ(d0)| > 0.40 9.01 ± 1.56 +0.85
−0.05 0.83 ± 1.84 +1.83

−0.09 3.55 ± 1.55 +2.06
−0.37 13.39 ± 2.87 +4.74

−0.24

|d0/σ(d0)| > 0.45 9.01 ± 1.56 +0.85
−0.05 0.93 ± 1.88 +1.77

−0.12 3.64 ± 1.56 +1.98
−0.35 13.58 ± 2.90 +4.60

−0.18

|d0/σ(d0)| > 0.50 9.01 ± 1.56 +0.85
−0.05 1.06 ± 1.98 +1.78

−0.16 3.37 ± 1.53 +1.88
−0.37 13.44 ± 2.96 +4.52

−0.17

Isolation>0.2 9.29 ± 1.58 +0.83
−0.06 2.36 ± 2.44 +2.58

−0.58 8.20 ± 3.00 +4.67
−1.23 19.85 ± 4.18 +8.07

−1.87

Isolation>0.3 9.40 ± 1.61 +0.80
−0.06 2.23 ± 2.59 +2.24

−0.56 8.21 ± 3.04 +4.45
−1.28 19.84 ± 4.31 +7.49

−1.90

Isolation>0.4 9.69 ± 1.64 +0.80
−0.07 2.74 ± 3.12 +2.49

−0.76 9.12 ± 3.56 +4.89
−1.64 21.55 ± 5.01 +8.18

−2.47

Isolation>0.5 9.89 ± 1.64 +0.80
−0.07 0.71 ± 2.53 +1.93

−0.04 10.03 ± 4.09 +5.51
−1.96 20.63 ± 5.08 +8.25

−2.08

Table 7.11: Comparison of background estimates for the 8 TeV analysis, using
different criteria to define the lepton-like-jets J . The first column indicates the
variation made to J from the nominal definition given in Table 7.4.

4e 4mu 2e2mu 4l

ZZ, 7 TeV 0.33 +0.63
−0.54 ± 0.06 < 0.71 [+0.69

−0.00
+0.15
−0.00] 0.53 +1.16

−0.77 ± 0.25 0.15 +1.26
−1.08 ± 0.35

ZZ∗, 8 TeV 3.45 +1.61
−1.55 ± 0.19 < 1.25 [+1.21

−0.00
+0.27
−0.00] 8.15 +2.88

−2.31 ± 0.55 10.26 +3.19
−2.81 ± 0.63

ZZ, 8 TeV 9.26 +1.79
−1.59 ± 0.32 1.50 +3.14

−1.50 ± 0.77 6.64 +4.54
−2.78 ± 2.51 17.41 +7.72

−4.04 ± 3.25

Table 7.12: Final data-driven fake background estimates. The first error is statis-
tical, the second is systematic.

e−e+e−e+ µ−µ+µ−µ+ e−e+µ−µ+ `−`+`−`+

Observed OS-SS Events 8 0 16 24
Expected ZZ OS-SS 2.65 ± 0.10 0.03 ± 0.01 3.19 ± 0.16 5.95 ± 0.19
Bkg. Estimate (OS-SS) 5.35 ± 2.83 < 1.27 12.81 ± 4.00 18.05 ± 2.83
Bkg. Estimate (fake-factor) 9.3+1.8

−1.6 ± 0.3 1.5+3.1
−1.5 ± 0.8 6.6+4.5

−2.8 ± 2.5 17.4+7.7
−4.0 ± 3.3

Table 7.13: Background estimate cross-check to the 8 TeV ZZ analysis using
same-sign events.
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The number of observed events passing the OS-SS selection, the estimated ZZ

contamination and the resulting background estimate are shown in Table 7.13 for

the 8 TeV analysis (this cross-check was not performed for the 7 TeV data). The

results are in good agreement with the fake-factor method.
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(e) Selected Calorimeter-Tagged Muons
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Figure 7.3: pT and η distributions for selected muons L and lepton-like-muons J in the
Z-tag sample for 7 TeV data. For the pT distributions, central, forward and calorimeter-
tagged muons are shown separately; for the η distributions all muons are shown in the
same plot.
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(a) Selected Central Muons
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(b) Central Muon-Like-Jets
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(c) Selected Forward Muons
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(d) Forward Muon-Like-Jets
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(e) Selected Calorimeter-Tagged Muons

 [GeV]
T

p
0 20 40 60 80 100 120 140 160 180 200

E
v
e
n
ts

200

400

600

800

1000

1200

1400

1600

1800 Data
ZZ
WZ
Top
Z
Stat. Uncertainty

1 = 20 fbdtL∫
 = 8 TeVs

(f) Calorimeter-Tagged Muon-Like-Jets

η
2 1 0 1 2

E
v
e
n
ts

200

400

600

800

1000

1200

1400 Data
ZZ
WZ
Top
Z
Stat. Uncertainty

1
 = 20 fbdtL∫

 = 8 TeVs

(g) Selected Muons

η
2 1 0 1 2

E
v
e
n
ts

1000

2000

3000

4000

5000

6000 Data
ZZ
WZ
Top
Z
Stat. Uncertainty

1
 = 20 fbdtL∫

 = 8 TeVs

(h) Muon-Like-Jets

Figure 7.4: pT and η distributions for selected muons L and lepton-like-muons J in the
Z-tag sample for 8 TeV data. For the pT distributions, central, forward and calorimeter-
tagged muons are shown separately; for the η distributions all muons are shown in the
same plot.
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(a) Central Electrons

 [GeV]
T

p
50 100 150 200 250 300 350 400

F
a
k
e
F

a
c
to

r

0.02

0.04

0.06

0.08

0.1

MC
Data

1 = 4.6 fbdtL∫
 = 7 TeVs

(b) Forward Electrons

η
3 2 1 0 1 2 3

F
a
k
e
F

a
c
to

r

0.1

0.2

0.3

0.4

0.5
MC

Data

1
 = 4.6 fbdtL∫

 = 7 TeVs

(c) All Electrons

Figure 7.5: Electron Fake-Factors as a function of pT and η for 7 TeV data. For
the distributions as a function of pT central and forward electrons are shown
separately; for the η distributions the fake-factor for central and forward electrons
are shown in the same plot. The black points show the fake-factor measured in
data; the blue triangles show the value estimated by Monte Carlo simulation.
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Figure 7.6: Electron Fake-Factors as a function of pT and η for 8 TeV data. The
black points show the fake-factor measured in data; the blue triangles show the
value estimated by Monte Carlo simulation.
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(b) Forward Muons
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Figure 7.7: Muon Fake-Factors as a function of pT and η for 7 TeV data. For the
distributions as a function of pT central, forward and calorimeter-tagged muons
are shown separately; for the η distributions the fake-factor all muons are shown
in the same plot.The black points show the fake-factor measured in data; the blue
triangles show the value estimated by Monte Carlo.
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Figure 7.8: Muon Fake-Factors as a function of pT and η for 8 TeV data. For the
distributions as a function of pT central, forward and calorimeter-tagged muons
are shown separately; for the η distributions the fake-factor all muons are shown
in the same plot.The black points show the fake-factor measured in data; the blue
triangles show the value estimated by Monte Carlo.
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7.3 Background Shape

Due to the lack of statistics in the background Monte Carlo samples it is not

possible to obtain a background shape using the full event selection. In the 7 TeV

data, there are also not enough statistics in the data control regions to obtain

a background shape. For the 7 TeV analysis, the background shape is therefore

taken from Monte Carlo with a loosened selection. For the background shape,

events are required to have an opposite-sign pair of leptons passing all of the

selection requirements. The second pair is not required to be opposite-signed,

and the lepton isolation and d0-significance requirements are not applied. Apart

from this, the full event selection, including mass cuts, is applied. Applying this

selection, sufficient statistics are obtained from Monte Carlo to give reasonable

shapes in distributions of interest (e.g. Z boson mass and pT, four-lepton mass,

four-lepton pT).

To account for the different efficiencies in the loosened selection criteria in

events with a “loose” electron pair and a “loose” muon pair, events of each type

are scaled by the ratio of the number of events which pass the nominal selection

to the number of events which pass the loosened selection. The “loose” electron

pair efficiency was measured to be 0.051 while the “loose” muon pair efficiency

was measured to be 0.012. This scaling is used to account for any difference in

shape between events with a “loose” electron pair and a “loose” muon pair. The

distributions thus obtained are then normalised to the data-driven background

estimates shown in Table 7.14.

For the 8 TeV analysis, the background shape is taken from data, using LLJJ

events but treating the lepton-like jets are treated as fully selected leptons. The

events are weighted by the fake factors for the lepton-like jets, and the overall

normalisation of the distribution is scaled to the data-drive background estimate

as shown in Table 7.14.

7.4 Final Background Estimate

The final background estimate is given in Table 7.14.



7.4. FINAL BACKGROUND ESTIMATE 196

e−e+e−e+ µ−µ+µ−µ+ e−e+µ−µ+ `−`+`−`+

ZZ, 7 TeV

Reducible (D.D) 0.3+0.6
−0.5 ± 0.1 < 0.7 0.5+1.2

−0.8 ± 0.3 0.2+1.3
−1.1 ± 0.4

Irreducible (MC) 0.1 ± 0.1 ± 0.1 0.1 ± 0.1 ± 0.1 0.2 ± 0.1 ± 0.1 0.4 ± 0.1 ± 0.1

Total 0.4 +0.6
−0.5 ± 0.1 0.1 +0.7

−0.8 ± 0.2 0.7 +1.2
−0.8 ± 0.3 0.6 +1.3

−1.1 ± 0.4
ZZ∗, 7 TeV

Reducible (D.D) 3.5+1.6
−1.6 ± 0.2 < 1.3 8.2+2.9

−2.3 ± 0.6 10.3+3.2
−2.8 ± 0.6

Irreducible (MC) 0.3 ± 0.1 ± 0.1 0.3 ± 0.1 ± 0.1 0.6 ± 0.1 ± 0.1 1.2 ± 0.1 ± 0.1

Total 3.7 +1.6
−1.6 ± 0.2 0.3 +1.2

−1.1 ± 0.3 8.7 +2.9
−2.3 ± 0.6 11.4 +3.2

−2.8 ± 0.6
ZZ, 8 TeV

Reducible (D.D) 9.3+1.8
−1.6 ± 0.3 1.5+3.1

−1.5 ± 0.8 6.6+4.5
−2.8 ± 2.5 17.4+7.7

−4.0 ± 3.3
Irreducible (MC) 0.4 ± 0.1 ± 0.1 0.5 ± 0.1 ± 0.1 0.7 ± 0.1 ± 0.1 1.6 ± 0.1 ± 0.1

Total 9.7 +1.8
−1.6 ± 0.3 2.0 +3.1

−2.0 ± 0.8 7.3 +4.5
−2.8 ± 2.5 19.0 +7.7

−4.0 ± 3.3

Table 7.14: Final background estimates. The irreducible background estimate is
taken from Monte Carlo, whilst the reducible background is estimated using the
data driven (D.D.) technique described in this chapter.



Chapter 8

Observed Events and Cross

Section Measurement

8.1 Observed Events

The expected and observed event yields after applying the ZZ and ZZ∗ selections

are shown in Table 8.1 for the 7 TeV analysis and in Table 8.2 for the 8 TeV

analysis. A total of 66 events are observed in 4.6 fb−1 of 7 TeV data for the ZZ

selection, and a total of 84 events for the ZZ∗ selection. In the 8 TeV data, which

corresponds to an integrated luminosity of 20 fb−1, 305 events are observed for

the ZZ selection.

197
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7 TeV, ZZ e−e+e−e+ µ−µ+µ−µ+ e−e+µ−µ+ `−`+`−`+

Observed 16 23 27 66
Exp. Signal 10.8 ± 0.2 ± 1.0 17.5 ± 0.2 ± 1.0 27.1 ± 0.2 ± 1.7 55.4 ± 0.3 ± 3.4

Exp. Bg. 0.4 +0.6
−0.5 ± 0.1 0.1 +0.7

−0.8 ± 0.2 0.7 +1.2
−0.8 ± 0.3 0.6 +1.3

−1.1 ± 0.4

7 TeV, ZZ∗ e−e+e−e+ µ−µ+µ−µ+ e−e+µ−µ+ `−`+`−`+

Observed 21 30 33 84
Exp. Signal 13.1 ± 0.2 ± 1.3 22.0 ± 0.3 ± 1.4 32.6 ± 0.3 ± 2.3 67.7 ± 0.4 ± 4.5

Exp. Bg. 3.7 +1.6
−1.6 ± 0.2 0.3 +1.2

−1.1 ± 0.3 8.7 +2.9
−2.3 ± 0.6 11.4 +3.2

−2.8 ± 0.6

Table 8.1: Number of observed events passing the ZZ (top table) and ZZ∗ (bot-
tom table) selections in 4.6 fb−1 of 7 TeV data, as well as the expected number
of signal events (Exp. Signal) and the expected background (Exp. Bg.). The
expected background is the sum of the data driven estimate for the reducible
background and the Monte Carlo estimate for the irreducible background. The
first uncertainty is statistical, while the second is systematic; uncertainties on the
integrated luminosity (3.9%) are not included.

8 TeV, ZZ e−e+e−e+ µ−µ+µ−µ+ e−e+µ−µ+ `−`+`−`+

Observed 62 85 158 305
Exp. Signal 59.5 ± 0.5 ± 5.0 90.2 ± 0.6 ± 5.3 142.7 ± 1.0 ± 9.1 292.5 ± 1.3 ± 18.4

Exp. Bg. 9.7 +1.8
−1.6 ± 0.3 2.0 +3.1

−2.0 ± 0.8 7.3 +4.5
−2.8 ± 2.5 19.0 +7.7

−4.0 ± 3.3

Table 8.2: Number of observed events passing the ZZ → `−`+`−`+ (top table) and
ZZ∗ → `−`+`−`+ (bottom table) selections in 20 fb−1 of 8 TeV data, as well as
the expected number of signal events (Exp. Signal) and the expected background
(Exp. Bg.). The expected background is the sum of the data driven estimate
for the reducible background and the Monte Carlo estimate for the irreducible
background. The first uncertainty is statistical, while the second is systematic;
uncertainties on the integrated luminosity (2.8%) are not included.
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8.2 Kinematic Distributions

Figures 8.1 and 8.2 show the mass of the subleading lepton pair versus the mass of

the leading lepton pair for the 7 TeV and 8 TeV analyses respectively (ordered in

pT; see Section 6.5.1). In both cases the solid red box represents the region defined

by the mass requirements of the ZZ selection and the dashed blue box the region

defined by those of the ZZ∗ selection. The events are seen to cluster in the regions

where both masses are near mZ , in agreement with the Monte Carlo prediction

for the signal (shown as pink boxes, with the size of the box proportional to the

number of expected events).

Figure 8.3 shows the correlation between the transverse momentum of the

lepton pairs and the opening-angle between the leptons forming the pair in the

7 TeV data. It is observed that for higher transverse momentum di-lepton pairs

the opening-angle tends to be smaller, in good agreement with the Monte Carlo

predictions.

Figures 8.4 and 8.5 show the di-lepton invariant mass distributions for the

leading and subleading lepton pair for the 7 TeV and 8 TeV analyses. Figure 8.6

shows the transverse momentum pZZT and invariant mass mZZ of the four-lepton

system, the transverse momentum of the leading di-lepton pair pZ1
T , and the trans-

verse momentum of the subleading di-lepton pair pZ2
T , for events passing the ZZ

selection in the 7 TeV data; Figure 8.7 shows equivalent figure for the 8 TeV data.

Figure 8.8 shows the corresponding distributions for events passing the ZZ∗ se-

lection in the 7 TeV data. In each case, the prediction from Monte Carlo for the

ZZ signal is shown as a pink histogram and the prediction for the background is

shown as a light blue histogram. The shapes of the distributions observed in data

are consistent with the predictions.
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Figure 8.1: Mass of the leading lepton pair versus the mass of the sub-leading lep-
ton pair for candidate ZZ events in the 7 TeV data after applying all of the selection
requirements apart from the di-lepton mass requirements. The events observed in the
data are shown as solid circles and the ZZ∗ → `−`+`−`+ signal prediction from sim-
ulation as boxes, with the size of each box is proportional to the expected number of
events in each bin. The region enclosed by the solid (dashed) lines indicates the signal
region defined by the di-lepton mass requirements for ZZ (ZZ∗) events. The expected
backgrounds quoted in the label are slightly different to those quoted in Table 7.14 as
they refer to the numbers in the published ATLAS analysis [4] which used a different
background estimate; the expectations are consistent within the uncertainties.
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Figure 8.2: Mass of the leading lepton pair versus the mass of the sub-leading lepton
pairfor candidate ZZ events in the 8 TeV data after applying all of the selection require-
ments apart from the di-lepton mass requirements. The events observed in the data are
shown as solid circles and the ZZ∗ → `−`+`−`+ signal prediction from simulation as
boxes, with the size of each box is proportional to the expected number of events in
each bin. The region enclosed by the solid (dashed) lines indicates the signal region
defined by the di-lepton mass requirements for ZZ (ZZ∗) events.
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Figure 8.3: Transverse momentum of lepton pairs versus the opening angle between
the leptons forming the pair, for events passing the ZZ∗ selection in 7 TeV data (two
entries per event).
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Figure 8.4: Invariant masses of the (a) leading and (b) subleading lepton pair in
candidate ZZ events in the 7 TeV data. In each plot, the lepton pair not shown
in the plot is required to pass the 66 < m`−`+ < 116 GeV requirement. The
points represent the observed data and the histograms show the prediction from
simulation, where the background is normalised to the total background estimate
as described in Chapter 7. The shaded band shows the combined statistical and
systematic uncertainty on the prediction.
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Figure 8.5: Invariant masses of the (a) leading and (b) subleading lepton pair in
candidate ZZ events in the 8 TeV data. In each plot, the lepton pair not shown
in the plot is required to pass the 66 < m`−`+ < 116 GeV requirement. The points
represent the observed data and the pink histogram shows the prediction for the
signal from simulation. The light blue histogram shows the background shape
obtained from data, normalised to the total background estimate as described
in Chapter 7. The shaded band shows the combined statistical and systematic
uncertainty on the prediction.
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Figure 8.6: Kinematic distributions for events passing the ZZ selection in the
7 TeV data: (a) transverse momentum pZZT and (b) invariant mass mZZ of the
four-lepton system, (c) transverse momentum of the leading di-lepton pair pZ1

T ,
and (d) transverse momentum of the subleading di-lepton pair pZ2

T . The points
represent the observed data and the histograms show the prediction from simu-
lation, where the background is normalised to the total background estimate as
described in Chapter 7. The shaded band shows the combined statistical and
systematic uncertainty on the prediction.
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Figure 8.7: Kinematic distributions for events passing the ZZ selection in the
8 TeV data: (a) transverse momentum pZZT and (b) invariant mass mZZ of the
four-lepton system, (c) transverse momentum of the leading di-lepton pair pZ1

T ,
and (d) transverse momentum of the subleading di-lepton pair pZ2

T . The points
represent the observed data and the pink histogram shows the prediction for the
signal from simulation. The light blue histogram shows the background shape
obtained from data, normalised to the total background estimate as described
in Chapter 7. The shaded band shows the combined statistical and systematic
uncertainty on the prediction.
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Figure 8.8: Kinematic distributions for events passing the ZZ∗ selection in the
7 TeV data: (a) transverse momentum pZZT and (b) invariant mass mZZ of the
four-lepton system, (c) transverse momentum of the leading di-lepton pair pZ1

T ,
and (d) transverse momentum of the subleading di-lepton pair pZ2

T . The points
represent the observed data and the histograms show the prediction from simula-
tion, where the background is normalised to the data-driven estimate as described
in Chapter 7. The shaded band shows the combined statistical and systematic
uncertainty on the prediction.
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8.3 Cross Section Measurement

As discussed in Section 2.1.2, the cross section is first measured in a fiducial phase-

space corresponding to the experimental selections (the fiducial cross section),

in order to reduce systematic uncertainties associated with extrapolation. The

fiducial cross section is then extrapolated to the total ZZ cross section, correcting

for the acceptance of the fiducial phase-space and the ZZ → ```′`′ branching

fraction. The definition of the fiducial phase-space was given in Section 2.1.2,

and is slightly different for the 7 TeV and 8 TeV analyses due to the differing

experimental selections.

8.3.1 Fiducial Cross Section

For a given ZZ → `−`+`−`+ final state the fiducial cross section is defined as:

σfid
ZZ→```′`′ =

Nobs
```′`′ −Nbkg

```′`′

L × C```′`′
ZZ

(8.1)

where Nobs
```′`′ is the number of observed event and Nbkg

```′`′ is the expected number

of background events. L is the integrated luminosity of the data sample and

C```′`′
ZZ is the reconstruction acceptance factor for the ```′`′ final-state, as defined

in Section 6.6.3.

The cross section is estimated using a maximum profile-likelihood technique,

by maximising the profile-likelihood function, L with respect to the cross section

σ. L is the product of the Poisson probability P for observing N events given a

cross section σ, reconstruction acceptance CZZ and background b; and of Gaussian

distributions G to describe nuisance parameters due to uncertainties on CZZ , b

and L:

L(σ,C ′ZZ , b
′; ∆b,∆CZZ , N) = P (σ,C ′ZZ , b

′;N)×G(C ′ZZ ;CZZ ,∆CZZ )

×G(b′; b,∆b)×G(L′;L,∆L)
(8.2)

The Poisson probability to observe N events given an expected number of

signal events s and expected background b is:

P (σ,CZZ , b;N) =
e−(s+b) · (s+ b)N

N !
, (8.3)
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where s is given by:

s(σfid, CZZ ,L) = σfid × L× CZZ (8.4)

In practice, for computational convenience − ln(L) is minimised rather than

maximising L, however the procedures are equivalent. The fiducial cross sec-

tion for each final-state is calculated separately. For calculating the combined

ZZ → `−`+`−`+ fiducial cross section, the number of observed and expected

events for each individual final-state are summed and the weighted average of

the reconstruction acceptances in each final-state is taken. The background is

estimated for all `−`+`−`+ final states combined (as in the last column of Ta-

ble 7.14); this benefits from a lower statistical uncertainty than summing the

individual final-state background estimates. This procedure for combining the

final-states gives the highest weight to the highest statistics channels, and does

not automatically take into account the better signal over background ratios (S/B)

in different final-states. However, since the lowest statistics channel is also the

channel with the worse S/B (the e−e+e−e+ final-state), this simpler approach is

justified.

Fiducial Cross Section Results

Fiducial cross section results are presented in Table 8.3, together with the theo-

retical predictions. For the 7 TeV analysis, the measured fiducial cross sections

are slightly higher than predicted by the theory, but are consistent within the

uncertainties. For the 8 TeV analysis, the measured cross sections are in good

agreement with the theory.

8.3.2 Total Cross Section

The total cross section is obtained by extrapolating the fiducial cross section from

the fiducial phase-space to the total phase-space space and by correcting for the

ZZ → `−`+`−`+ branching fraction. The total cross section is defined by requiring

both Z bosons have mass 66 < mZ < 116 GeV. In order to extrapolate from the

fiducial to the total phase-space, the fiducial acceptance factor, AZZ , must be

estimated. AZZ is the is fraction of ZZ events with both Z bosons passing the

66 < mZ < 116 GeV requirement which fall into the fiducial phase-space, and is
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Channel Measured Fiducial Cross Section Theory

7 TeV, ZZ

ZZ → e−e+e−e+ 7.6 +2.2
−1.9 (stat) +0.8

−0.6 (syst) +0.4
−0.1 (lumi) fb 5.3 +0.2

−0.2 fb

ZZ → µ−µ+µ−µ+ 7.0 +1.6
−1.4 (stat) +0.3

−0.3 (syst) +0.3
−0.2 (lumi) fb 5.3 +0.2

−0.2 fb

ZZ → e−e+µ−µ+ 10.4 +2.2
−1.9 (stat) +0.7

−0.6 (syst) +0.5
−0.3 (lumi) fb 10.6 +0.5

−0.4 fb

ZZ → `−`+`−`+ 25.2 +3.3
−3.0 (stat) +1.2

−1.0 (syst) +1.1
−0.9 (lumi) fb 21.2 +0.9

−0.7 fb

7 TeV, ZZ∗

ZZ∗ → e−e+e−e+ 8.5 +2.4
−2.1 (stat) +1.2

−1.0 (syst) +0.5
−0.2 (lumi) fb 6.3 +0.3

−0.2 fb

ZZ∗ → µ−µ+µ−µ+ 8.8 +1.7
−1.5 (stat) +0.5

−0.5 (syst) +0.4
−0.3 (lumi) fb 6.3 +0.3

−0.2 fb

ZZ∗ → e−e+µ−µ+ 9.7 +2.4
−2.2 (stat) +1.2

−1.3 (syst) +0.5
−0.3 (lumi) fb 12.6 +0.6

−0.4 fb

ZZ∗ → `−`+`−`+ 27.8 +3.6
−3.4 (stat) +1.8

−1.6 (syst) +1.1
−1.0 (lumi) fb 25.1 +1.2

−0.8 fb

8 TeV, ZZ

ZZ → e−e+e−e+ 4.6 +0.7
−0.7 (stat) +0.4

−0.3 (syst) +0.1
−0.1 (lumi) fb 5.3 +0.2

−0.2 fb

ZZ → µ−µ+µ−µ+ 4.9 +0.6
−0.5 (stat) +0.2

−0.2 (syst) +0.1
−0.1 (lumi) fb 5.3 +0.2

−0.2 fb

ZZ → e−e+µ−µ+ 11.3 +1.0
−0.9 (stat) +0.6

−0.6 (syst) +0.3
−0.3 (lumi) fb 10.5 +0.5

−0.4 fb

ZZ → `−`+`−`+ 20.8 +1.3
−1.2 (stat) +1.0

−0.9 (syst) +0.6
−0.6 (lumi) fb 21.1 +0.9

−0.8 fb

Table 8.3: Fiducial Cross Section measurements at 7 TeV and at 8 TeV. The
second column gives the measured cross section, and the third the prediction
from theory, calculated to NLO in QCD using MCFM 6.3 with PDF set CT10
and scale set to 1

2
m(ZZ). The quoted theoretical uncertainties are obtained by

varying the factorisation and renormalisation scales, simultaneously, up and down
by a factor of two, and by using the CT10 error set.
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Source (%) 7 TeV 8 TeV

PDF 0.6 0.9

Scale 0.2 0.2

Parton Shower / ISR Model 0.1 0.1

Generator Difference 1.3 0.8

Total 1.4 1.2

Table 8.4: Systematic uncertainties to the fiducial acceptance factors, AZZ , at
7 TeV and at 8 TeV.

estimated from Monte Carlo simulation as:

AZZ =
NMC Fiducial Volume

Generated ZZ

NMC All
Generated ZZ

(8.5)

The total cross section is then defined as:

σtot
ZZ =

Nobs −Nbkg

L ×BR{ZZ → `−`+`−`+} × AZZ × CZZ
(8.6)

Uncertainties on AZZ arise due to uncertainties on the PDF, the choice of the

factorisation and renormalisation scales and modelling of the parton shower and

ISR. AZZ is determined using the PowhegBox and gg2zz generators. The PDF

errors are estimated using the 52 CT10 error sets and by taking the difference with

MSTW2008, and the scale errors are estimated by varying the factorisation and

renormalisation scales, simultaneously, up and down by a factor of two. The

systematic due to the modelling of the parton shower and ISR is estimated by

comparing the value for AZZ obtained from a PowhegBox sample showered

with Herwig compared to to the nominal sample which is showered with Pythia.

Additionally, the difference with the AZZ obtained from MCFM, which does not

model the parton shower, is taken as an additional systematic. The contributions

of these different sources of systematic uncertainty are shown in Table 8.4, and

the values of AZZ are shown in Table 8.5. The AZZ are smaller for the 8 TeV

analysis reflecting the tighter lepton η requirement in the definition of the fiducial

phase-space at 8 TeV with respect to 7 TeV.

Total Cross Section Results

Total cross section results are presented in Table 8.6, together with the theoretical

prediction. The measured total cross section at 7 TeV is somewhat higher than

the theoretical prediction, but consistent within the errors. The measured total

cross section at 8 TeV is in good agreement with the Standard Model prediction.
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Channel 7 TeV 8 TeV

ZZ → e−e+e−e+ 0.804 ± 0.010 (syst) 0.649 ± 0.008 (syst)

ZZ → µ−µ+µ−µ+ 0.804 ± 0.010 (syst) 0.649 ± 0.008 (syst)

ZZ → e−e+µ−µ+ 0.804 ± 0.010 (syst) 0.649 ± 0.008 (syst)

ZZ → `−`+`−`+ 0.804 ± 0.010 (syst) 0.649 ± 0.008 (syst)

Table 8.5: Fiducial acceptance factors, AZZ , at 7 TeV and at 8 TeV. Systematic
uncertainties are shown; the statistical uncertainty is negligible.

Measured Cross Section Theory

σtot
ZZ(
√
s = 7 TeV) 7.0 +0.9

−0.8 (stat) +0.4
−0.3 (syst) +0.3

−0.2 (lumi) pb 5.9 +0.2
−0.2 pb

σtot
ZZ(
√
s = 8 TeV) 7.1 +0.4

−0.4 (stat) +0.4
−0.3 (syst) +0.2

−0.2 (lumi) pb 7.2 +0.3
−0.2 pb

Table 8.6: Total ZZ Cross Section measurements at 7 TeV and at 8 TeV. The
second column gives the measured cross section, and the third the prediction from
theory, calculated to NLO in QCD using MCFM 6.3 with PDF set CT10 and scale
set to 1

2
m(ZZ). The quoted theoretical uncertainties are obtained by varying the

factorisation and renormalisation scales, simultaneously, up and down by a factor
of two, and by using the CT10 error set.

Figure 8.9 shows a comparison of ZZ cross section measurements and the-

oretical predictions as a function of the centre-of-mass energy
√
s. The ATLAS

data point for 7 TeV on this plot is the total ZZ cross section obtained after

a combination with a similar measurement using ZZ → `−`+νν̄ decays [4] not

described in this thesis.
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Figure 8.9: Comparison of experimental measurements and theoretical predictions
of the total ZZ production cross section as a function of centre-of-mass energy

√
s.

Shown are experimental measurements from CDF [52] and D0 [51] in pp̄ collisions at
the Tevatron at

√
s = 1.96 TeV, and experimental measurements from ATLAS and

CMS [54, 55] in pp collisions at the LHC at
√
s = 7 TeV and

√
s = 8 TeV. The blue

dashed line shows the theoretical prediction for the ZZ production cross section in pp̄
collisions, calculated at NLO in QCD using MCFM with PDF set CT10. The solid
red line shows the theoretical prediction for the ZZ production cross section in pp
collisions, calculated in the same way. The theoretical curves are calculated using the
natural width of the Z boson in the mass range 66 to 116 GeV.
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8.4 Unfolded Kinematic Distributions

The observed kinematic distributions shown in Section 8.2 are a convolution of

the underlying ‘true’ distribution of the parameter of interest and distortion and

smearing due to detector effects. Although the detector distortion is included

in the Monte Carlo simulation shown in those figures, allowing a comparison of

the theoretical prediction and the observed data, it is desirable to correct the

observed distributions for detector effects in order to allow model-independent

comparisons between theory and observation and to allow comparison between

different experiments. The correction procedure is referred to as unfolding.

Formally, one can consider some parameter of interest x, distributed according

to a probability distribution function (pdf) f(x). Due to experimental effects, one

does not measure x but a different (but related) variable y, distributed according

to a different pdf g(y). The measured variable y is related to x by a convolution

of the true distribution f(x) with a response function A(y, x) to account for the

experimental effects:

g(y) =

∫
A(y, x)f(x)dx (8.7)

In practice, continuous distributions are generally not measured, but instead

measurements are made in discretised bins. x and y can thus be rewritten as

vectors x and y, where each element represents the number of events in a given

bin. The response function then becomes a response matrix A, and Equation 8.7

can be rewritten as:

y = Ax (8.8)

An iterative Bayesian algorithm [112] is used to perform the unfolding, using

the implementation provided by the RooUnfold [113] package. The algorithm

treats the response matrix A as a description of the probability of observing some

particular data given the true distribution. From Bayes’s theorem, the probability

of there being in truth xi events in bin i of the true distribution arising due to an

observation of yj events in bin j is given by:

P (xi|yj, I) =
P (yj|xi, I) · P (xi|I)∑
k P (yj|xk, I) · P (xk|I)

(8.9)

where I represents the state of information under which the analysis is performed,

and P (xi|I) is the prior for xi. P (yi|xj, I) is given by element Aij of the unfolding

matrix A. P (xi|yj, I) can be used to ‘share’ the events observed in a single bin

of y between the bins of the true distribution. An estimate of the true spectrum
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is obtained by ‘sharing’ all of the bins of the observed distribution following this

formula, taking into account the efficiency. The estimate for xi is thus given by:

xi =
1

εi

n∑
j=1

Aji · P (xi|I)∑
k Ajk · P (xk|I)

· yj (8.10)

where εi =
∑n

j Aj accounts for the efficiency.

The initial set of priors P (xi|I) is taken from the simulated distribution from

Monte Carlo, and the unfolding matrix A is also estimated using Monte Carlo

simulation. The unfolding procedure is iterated, taking the posterior distribution

for x from one iteration as a prior for the next. The choice of initial prior will tend

to bias the unfolded distribution, but this bias decreases steeply with the number

of iterations. Conversely, the statistical uncertainty tends to increase with the

number of iterations, as fluctuations can be amplified by positive feedback inherent

in the algorithm; the number of iterations must thus be chosen to balance the bias

due to the choice of prior and amplification of statistical uncertainties. It is found

that the difference in the results between three and four iterations is much smaller

than the statistical uncertainty. The results for three iterations are thus taken as

the nominal result, and the difference between three and four iterations is taken

as a systematic uncertainty.

Statistical uncertainties due to the number of observed events are assessed by

pseudo-experiments, in each experiment fluctuating the observed y by a Poisson

distribution and re-running the full unfolding procedure; the RMS of 2000 pseudo-

experiments is taken as the statistical uncertainty. The response matrix A has

systematic uncertainties due to experimental uncertainties; these are handled in a

similar manner to the statistical uncertainties, re-running the unfolding procedure

multiple times and varying A according to the different sources of uncertainty.

An additional systematic arises from the choice of prior. This is estimated by

using the distribution predicted by Sherpa as a prior instead of the nominal

PowhegBox.

Distributions of three variables sensitive to new phenomena are selected for

unfolding: the transverse momentum pT(Z) of the leading Z boson candidate, the

angle ∆φ(`−`+) between the decay leptons of the leading Z boson candidate, and

the four-lepton invariant mass m(ZZ). Bin boundaries are chosen to maximise

sensitivity to nTGCs, and are in all cases larger than the detector resolution. The

unfolded distributions are presented in terms of a differential fiducial cross section.

This removes the effect of systematics that only affect the normalisation and not
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the shape of the distribution. Unfolded distributions are only provided for the

7 TeV analysis; they are shown in Figure 8.10. The Standard Model prediction is

consistent with the measurement in each case. The uncertainty on the unfolded

distributions is dominated by the statistical uncertainty, which is approximately

30% in most bins. The systematic uncertainty is no more than 5% in each bin,

and is dominated by the uncertainty arising due to the choice of prior.
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Figure 8.10: Unfolded ZZ fiducial cross sections in bins of (a) the pT of the
leading Z boson, (b) the angle between the decay leptons of the leading Z boson,
∆φ(`−`+) and (c) the four-lepton invariant mass, m(ZZ). The parallel lines in
(a) indicate a binning discontinuity in the final bin.



Chapter 9

Limits on Anomalous Neutral

Triple Gauge Couplings

As discussed in Section 2.4, the presence of the anomalous neutral triple gauge

couplings (nTGCs), ZZZ and ZZγ, present in some models of new physics, would

lead to an increase in the cross section for ZZ production, particularly at high

momentum transfer. Observables such as the mass of the four-lepton system and

the transverse momenta of the Z bosons and their decay products are therefore

particularly sensitive to nTGCs. The observed ZZ → `−`+`−`+ events are used

to search for such couplings, and in the absence of any evidence for them, to

set limits on the size of the couplings. The limits are obtained by performing a

binned fit of the pT distribution of the leading Z boson, although other variables

are considered. Only the ZZ (on-shell) events are used. Separate limits are set

using the 7 TeV and the 8 TeV data; for the 7 TeV analysis, limits are set in

combination with observed ZZ → `−`+νν̄ events; see [4] for a description of

the ZZ → `−`+νν̄ analysis. Limits are set using a form-factor with n = 3 and

Λ = 3 TeV; these values are chosen so that expected limits are within the values

allowed by requiring that unitarity is not violated at LHC energies [40]. Limits

are also presented without applying a form-factor (i.e. Λ =∞).

The limit setting procedure is described in Section 9.1. A bin optimisation

study is presented in Section 9.2, and the robustness of the limits under variations

in the limit setting method are described in Section 9.3. Finally, the expected and

observed limits are given in Section 9.4.

9.1 Limit Setting Procedure

In order to set limits it is necessary to parametrise the expected yield in terms

of the strength of the nTGCs. One method for doing this would be to generate

217
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a grid of Monte Carlo samples at different coupling strengths. This is, however,

very computationally intensive. Instead, a matrix element reweighting procedure

is used to reweight a sample generated with one set of coupling strengths to

another. This is described in more detail below. Once the parameterised expected

yields are obtained, 95% confidence interval limits on the nTGCs are set using a

frequentist likelihood-ratio method. This is also described below.

9.1.1 Matrix Element Reweighting

As described in Section 2.4, the anomalous nTGCs affecting ZZ production are

described by four parameters: fγ4 , fZ4 , fγ5 and fZ5 . Since the parameters enter into

the effective Lagrangian linearly (Equation 2.6), they will appear quadratically in

the amplitude for the ZZ → `−`+`−`+ process. The differential cross section can

thus be written as:

dσSM+TGC = F00 + fγ4 F01 + fZ4 F02 + fγ5 F03 + fZ5 F04

+ (fγ4 )2 F11 + fγ4 f
Z
4 F12 + fγ4 f

γ
5 F13 + fγ4 f

Z
5 F14

+
(
fZ4
)2
F22 + fZ4 f

γ
5 F23 + fZ4 f

Z
5 F24

+ (fγ5 )2 F33 + fγ5 f
Z
5 F34

+
(
fZ5
)2
F44 (9.1)

where Fij are coefficients describing how the cross section changes in the presence

of nTGCs. A priori, there are 25 coefficients, however, using the symmetry prop-

erty of the coefficients (Fij = Fji), it is seen that only 25−10 = 15 are independent.

F00 corresponds to the contribution of the Standard Model diagrams and the rest

consist of operator contributions associated with the anomalous couplings.

A simulated event generated assuming only Standard Model couplings can be

assigned a weight corresponding to the increase in differential cross section due to

nTGCs at a specific value of the four parameters:

weight =
dσSM+TGC(fγ4 , f

Z
4 , f

γ
5 , f

Z
5 )

dσSM

(9.2)

By assigning such a weight to every event in the sample, it is possible to reweight

a sample generated with only Standard Model couplings to a sample with nTGCs.

This procedure can be easily extended to reweight a sample generated assuming

any given set of nTGCs to any other set of nTGCs. For example, to reweight a

sample generated assuming only Standard Model couplings to sample assuming
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fγ4 =0.1, one would apply to each event a weight:

weight =
F00 + 0.1 · F01 + (0.1)2 · F11

F00

(9.3)

The Fij coefficients are completely specified by the kinematics of the incoming

and outgoing particles, and so must be evaluated on an event by event basis, and

the weight for each event must be calculated separately; the reweighting is thus

fully differential. The Fij are independent of the values of the anomalous coupling

parameters assumed in the generation of the sample, although they do depend on

the choice of form-factor.

The coefficients are determined from the matrix elements for ZZ → `−`+`−`+

production in the presence of nTGCs, as follows. By using Equation 9.1 it is

possible to write down 15 equations that uniquely determine the coefficients Fij in

terms of matrix elements assuming particular values for the nTGCs. To illustrate

the procedure, it is convenient to consider the simplified situation where there

is just one coupling parameter f . In this case, there are 3 coefficients to be

determined:

dσSM+TGC = F0 + fF1 + f 2F2 (9.4)

where F0 = dσSM. Using three different values of f , e.g f = {0, 1,−1}, three

independent equations may be written down: dσ1

dσ2

dσ3

 =

 1 0 0

1 1 1

1 −1 1


 F0

F1

F2

 (9.5)

Denoting the matrix containing the coupling values Â, the cross sections dσ and

the coefficients F , the equation may be inverted to give the coefficients:

dσ = ÂF ⇒ F = Â−1dσ (9.6)

This requires that Â must be invertible. This is the case if the coupling parameters

are chosen such that the three equations in 9.5 are independent. When considering

all four couplings at the same time, the matrix Â is 15×15 and dσ and F are

15-dimensional vectors.

The differential nTGC matrix elements are obtained from the Baur-Rainwater

code [40]; matrix elements from the BHO [114] code are also used as a cross-check.
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The matrix elements are introduced into the framework described in [115], which

enables a calculation of the amplitude given the four-vectors and PDG codes of

the incoming partons and outgoing particles from the hard process.

Whilst it is possible to reweight a Standard Model sample to an nTGC point,

this suffers from a lack of statistics in the tails of distributions such as the Z

boson pT and the four-lepton invariant mass, which are the regions of greatest

interest when studying nTGCs. Instead, samples generated with values of the

nTGC parameters set near previously derived experimental limits are used; this

ensures statistics in the tails of the distributions of interest. The PowhegBox

and gg → ZZ generators used to generate the nominal signal samples do not

model nTGCs; instead the samples are generated using Sherpa, which does. For

the 7 TeV analysis, four samples are used, with couplings {fγ4 = 0.1}, {fγ5 = −0.1},
{fγ4 = 0.1 & fγ5 = 0.1}, and {fZ4 = 0.1 & fZ5 = 0.1}. For the 8 TeV analysis, three

sample are used, with couplings {fγ4 = 0.1} (denoted TGC0), {fγ4 = 0.1 & fZ5 =

0.1} (denoted TGC1), and {fγ4 = fZ4 = fγ5 = fZ5 = 0.1} (denoted TGC2). The

7 TeV samples are generated with a form-factor of Λ = 2 TeV, n = 3; the 8 TeV

samples are generated without a form-factor. The reweighting procedure can be

used to reweight samples generated with one choice of form-factor (or no form-

factor) to another choice of form-factor.

9.1.2 Validation of Reweighting Procedure

To demonstrate the performance of the reweighting procedure, the 8 TeV Sherpa

samples generated with nTGCs are reweighted to the Standard Model, and com-

pared to a sample generated assuming only Standard Model couplings. Addition-

ally, the TGC1 and TGC2 samples are reweighted to the TGC0 sample. Fig-

ure 9.1 shows the resulting distributions of the leading Z boson pT, and the ratios

of the reweighted samples to the Standard Model/TGC0 distribution, separately

for reweighting carried out using the BHO and the Baur-Rainwater matrix ele-

ments. For both of the codes, the reweighted samples are seen to agree well with

the directly generated samples.

9.1.3 Yield Coefficients

In order to extract limits on the nTGCs, an estimate of the number of expected

events passing the selection requirements as a function of the nTGC parameters

must be obtained. The expected yield is parameterised by yield coefficients Yij,
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Figure 9.1: Validation of the TGC reweighting procedure for the 8 TeV samples.
Figures (a) and (b) show the pT distribution of the leading lepton pair, showing the
three nTGC samples (TGC0, TGC1, TGC2; green, blue and pink lines) generated
with different couplings and the Standard Model sample (red line), reweighted to the
Standard Model expectation using the procedure described in Section 9.1.1, compared
to the sample generated assuming only Standard Model couplings (SM, black line). In
Figure (a) the matrix elements of the Baur-Rainwater code are used, and in Figure (b)
the matrix elements of the BHO code are used. Figures (c) and (d) show the same
distribution, showing the TGC0, TGC1 and TGC2 samples (red, blue and green lines)
reweighted to the TGC0 nTGC point (fγ4 = 0.1) compared to the non-reweighted TGC0
sample (black line).
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which are obtained from the Fij as:

Yij =
∑

events

(
Fij

dσsample

)
(9.7)

where dσsample is the differential cross section for each event with the parameters

set to those used to generate the sample, and the sum is over events passing the full

event selection. Event-level lepton selection efficiency, energy scale, and resolution

corrections are taken into account when calculating the yield coefficients. The

yield coefficients are normalised to the signal expectation of PowhegBox+gg2zz

by scaling by NPowhegBox+gg2ZZ
exp /Y00. A different set of yield coefficients is needed

for each bin of the differential distribution used to set the limits and for each

choice of form-factor. The expected yield as a function of the nTGC parameters

is given by

Nexp(f
γ
4 , f

Z
4 , f

γ
5 , f

Z
5 ) = Y00 + fγ4 Y01 + fZ4 Y02 + fγ5 Y03 + fZ5 Y04

+ (fγ4 )2 Y11 + fγ4 f
Z
4 Y12 + fγ4 f

γ
5 Y13 + fγ4 f

Z
5 Y14

+
(
fZ4
)2
Y22 + fZ4 f

γ
5 Y23 + fZ4 f

Z
5 Y24

+ (fγ5 )2 Y33 + fγ5 f
Z
5 Y34

+
(
fZ5
)2
Y44 (9.8)

Tables 9.1 and 9.2 show the yield coefficients for the 8 TeV analysis for the total

number of events case with a form-factor of Λ = 3 TeV, n = 3 and for the case of

no form-factor, obtained using the Baur-Rainwater matrix-elements to reweight

the TGC0 sample. Figure 9.2 shows the expected total event yield for the 8 TeV

analysis as a function of the four nTGC parameters. In each case, the parameters

not being varied are assumed to be at their Standard Model values of zero. The

solid blue curve shows the yields with a form-factor of n = 3,Λ = 3 TeV; the

dashed red curve shows the yields with no form-factor. The increase of event yield

with the strength of the coupling is reduced as a result of applying the form-factor.

9.1.4 Limit Setting

The 95% confidence level (CL) intervals for the nTGC parameters are determined

using a frequentist maximum profile-likelihood based method [116], combining the

three ```′`′ final states prior to the profile-likelihood maximisation. The likelihood

function is similar to that used in the cross section calculation, but parametrised in
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YSM Yfγ4 YfZ4
Yfγ5 YfZ5

292.5 ± 3.1 0.6 ± 2.1 -9.0 ± 4.6 11.1 ± 2.4 -7.4 ± 5.5

Yfγ4 Yf
γ
4

Yfγ4 YfZ4
Yfγ4 Yf

γ
5

Yfγ4 YfZ5
51241.3 ± 335.4 47083.3 ± 364.1 21.8 ± 85.6 21.0 ± 46.8

YfZ4
YfZ4

YfZ4
Yfγ5 YfZ4

YfZ5
71922.3 ± 624.8 20.8 ± 46.8 60.9 ± 153.6

Yfγ5 Yf
γ
5

Yfγ5 YfZ5
49311.1 ± 336.1 45165.5 ± 363.4

YfZ5
YfZ5

68920.8 ± 623.2

Table 9.1: Yield coefficients for the 8 TeV analysis with form-factor n = 3,Λ =
3 TeV.

YSM Yfγ4 YfZ4
Yfγ5 YfZ5

292.5 ± 3.1 1.1 ± 2.3 -9.6 ± 5.0 12.4 ± 2.5 -7.8 ± 5.9

Yfγ4 Yf
γ
4

Yfγ4 YfZ4
Yfγ4 Yf

γ
5

Yfγ4 YfZ5
146439.4 ± 827.9 130911.0 ± 871.3 -79.8 ± 181.2 -74.9 ± 100.7

YfZ4
YfZ4

YfZ4
Yfγ5 YfZ4

YfZ5
197589.1 ± 1480.2 -75.2 ± 100.7 -213.1 ± 323.4

Yfγ5 Yf
γ
5

Yfγ5 YfZ5
143338.6 ± 837.1 127865.4 ± 879.3

YfZ5
YfZ5

192851.2 ± 1492.7

Table 9.2: Yield coefficients for the 8 TeV analysis with no form-factor.
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Figure 9.2: Expected total event yield for the 8 TeV analysis as a function of the
nTGC parameters: (a) fγ4 , (b) fZ4 , (c) fγ5 and (d) fZ5 . In each case, the parameters not
being varied are assumed to be at their Standard Model values of zero. The solid blue
shows the yields with a form-factor of n = 3,Λ = 3 TeV; the dashed red curve shows
the yields with no form-factor.
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terms of the number of events in each bin instead of the cross section. Systematic

uncertainties are again introduced as nuisance parameters represented as Gaussian

terms (G). Since there are nuisance parameters for both signal and background,

the set of nuisance parameters giving the fractional uncertainty on the signal

and background expectation for a distribution of m bins is expressed as β =

{β1, β2, . . . , β2m}, where:

N i
sig = N i,nom

sig · (1 + βi) (9.9)

N i
bkg = N i,nom

bkg · (1 + βi+m) (9.10)

The likelihood function is:

L(f ,β) =
m∏
i=1

P (N i
obs, µ

i(f ,β))× 1

(2π)m
e−

1
2(β·C−1·β), (9.11)

where f = {fγ4 , fZ4 , fγ5 , fZ5 } are the nTGC parameters, C is the covariance matrix,

and µi is the expected number of events in bin i:

µi(f ,β) = N i
sig(f)(1 + βi) +N i

bkg(1 + βi+m). (9.12)

where N i
sig(f) is the expected signal yield in bin i as a function of the nTGC

parameters, as given by Equation 9.8, but where a separate set of yield coefficients

Y must be used for each bin i.

A test statistic q(f) is constructed as the ratio of the maximum profile-

likelihood at a specific test value of the nTGC parameters f to the full maximum

profile-likelihood:

q(f) =
L(N |f , ˆ̂

β)

L(N |f̂ , β̂)
(9.13)

where ˆ̂β is the value of β that maximises the numerator, and f̂ and β̂ are the

values of f and β that maximise the denominator. The distribution of q(f) in

the assumption of nTGCs at the test value of f is obtained by generating 10,000

pseudo experiments. In each pseudo experiment, the nuisance parameters β are

Gaussian fluctuated around the mean value of ˆ̂β and the ‘observed’ number of

events is drawn randomly from a Poisson distribution with a mean corresponding

to the values of f and β. The p-value at the test value of the nTGC parameters

is calculated as the fraction of pseudo-experiments which have a test statistic

smaller than the observed value of the test statistic q(f)obs. This procedure is
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repeated scanning possible values of f , and the 95% confidence interval is defined

by all values of f for which p(f) ≥ 5%. In practice, the interval is determined

by starting from the best fit value and working outwards in small steps of the

parameters until the p-value falls below 5%.

Limits are set for one parameter at a time, holding the other parameters at

their Standard Model values of zero (termed one-dimensional limits), and also by

varying two parameters simultaneously (two-dimensional limits). Since the sen-

sitivity is contained in a single bin, there is effectively only a single observable,

the number of observed events in the most sensitive bin Nobs, which is a function

of the nTGC parameters. There is therefore no sensitivity to the individual pa-

rameters but only to their combination. In this therefore not possible to set a

traditional ‘one-dimensional limit’ on a single parameter without assuming values

for the others, but only to set a limit assuming some value for all of the other pa-

rameters. For the ‘one-dimensional’ limits it is assumed that the other parameters

are zero; this corresponds to the ‘two-dimensional’ limit along the line where the

other parameter is zero. The two-dimensional limits are extracted by first finding

the best-fit point in the two-dimensional nTGC parameter space, then working

outwards along a radial line from the best-fit point and including in the exclusion

region all points with a p-value p ≥ 5%. This is repeated for 50 evenly spaced

radial lines; the 95% confidence contour is then the ellipse connecting the set of

points which correspond to the 95% limits on the radial spokes.

The expected sensitivity is obtained using pseudo-experiments. In each pseudo-

experiment, N i
sig and N i

bg are given by the Standard Model expectations but al-

lowed to fluctuate within their uncertainties.

9.2 Bin Optimisation

For the 7 TeV analysis, limits were set using the number of events observed in bins

of the leading Z boson candidate pT and in bins of the mass of the four-lepton

system. It was found that binning in the leading Z boson pT yielded the most

stringent expected limits, and that the tightest expected limits were obtained

using four bins of pT with boundaries 0-60, 60-100, 100-200 and > 200 GeV.

A combined fit with the results of a ZZ → `−`+νν̄ analysis was also carried

out, using three bins of the pT of the leptonically decaying Z candidate in the

ZZ → `−`+νν̄ events.

For the 8 TeV analysis, a further bin optimisation was carried out, varying
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the number of bins and the bin boundaries. For each variation, a set of 5,000

pseudo-experiments is carried out in order to derive the expected limit. The ex-

pected signal in each bin is re-calculated from Monte Carlo, and the reconstruction

systematic uncertainties re-evaluated, as well as the theoretical uncertainties on

the differential cross section. The irreducible background estimate in each bin is

derived from the Monte Carlo. An estimate for the reducible background in each

bin is obtained by dividing the total data-driven reducible background estimate

according to the background shape obtained from data. The fractional systematic

and statistical uncertainties on the data-driven background estimate are assumed

to be the same in every bin. No systematic to account for uncertainties on the re-

ducible background shape is assigned. This approximation is justified by the fact

that the total background uncertainty is already large, and that the background

contribution when the leading Z boson has pT above 100 GeV is very small.

This procedure means that large statistical and systematic uncertainties on

the expected signal and large PDF and scale errors on the fiducial cross section

when the lower boundary of the last bin is set very high are taken into account

in the expected limits. It does not take into account the fact that there may be

insufficient Monte Carlo statistics to properly estimate the reconstruction system-

atic uncertainties in the last bin. Therefore before choosing a final binning it is

checked that the statistics in the last bin are sufficient to properly evaluate the

systematics.

A variety of choices of binning were tried, varying the number of bins from one

to five, and varying the boundaries of the bins. It is observed that the expected

limits are most sensitive to the choice of the lower boundary of the last bin, which

is taken to be inclusive (i.e. including all events with Z boson pT greater than

the lower bin boundary). The limits are not observed to be very sensitive to the

number of bins, or to the boundaries of the bins other than the last. Figure 9.3

shows the expected limit on fγ4 as a function of the lower boundary of the last bin.

Limits obtained using different numbers of bins are shown as different coloured

markers. The expected limits become more stringent as the lower boundary of

the last bin increases in pT, but varying the bin boundaries other than the lower

boundary of the last bin has little effect on the expected limits. The tightening

of the limits as the boundary of the last bin is increased is because the relative

increase in signal yield due to the existence of nTGCs is much larger at higher Z

boson pT. It is seen that beyond 300 GeV the limits do not significantly improve,

since past this point the signal expectation in the case of Standard Model couplings

only becomes very small, and so increasing the bin boundary further does little to
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increase the significance of the nTGC signal. Beyond 550 GeV, the expected limits

worsen; this is because the statistical, systematic, and theoretical uncertainties on

the expected signal become very large, as can be seen in Figure 9.4 which shows the

percentage uncertainty from different sources, for a variety of choices of binning.
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Figure 9.3: Expected limits on fγ4 obtained in a binned fit of the pT distribution of
the leading Z boson candidate, as a function of the lower boundary of the last bin in
pT. The different coloured markers show the limits obtained using different numbers of
bins.

The final limits are set using two bins of leading Z boson pT: 0-300 and

> 300 GeV. This binning was chosen as it gives similar limits to choices of binning

where the last bin boundary is higher in pT, but retains sufficient statistics in the

signal Monte Carlo in order to estimate the systematic uncertainties. Increasing

the number of bins was not seen to give any improvement in the expected limits,

so for computational convenience the binning with the lowest number of bins was

chosen.
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Figure 9.4: Percentage uncertainties for different choices of binning in the pT of the
leading Z boson. The black upwards triangles show the statistical uncertainty on the
signal expectation and the black downwards triangles the statistical uncertainty on the
background estimate. The red upwards triangle show the systematic uncertainty on the
signal expectation and the red downwards triangles the systematic uncertainty on the
background. The blue upwards triangles show the theoretical uncertainty on the signal
expectation.
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9.3 Robustness of Limits

In order to check the robustness of the limits, the expected limits obtained using

the Baur-Rainwater matrix-elements to determine the yield coefficients are com-

pared with expected limits obtained using BHO matrix-elements to determine

the coefficients. Similarly, the expected limits obtained using samples generated

with different values of the nTGC parameters are compared (e.g. the TGC0 sam-

ple is compared to the TGC1 sample). Full details of the comparison are given

in Appendix A.1; the changes in expected limits are smaller than the statistical

uncertainties on the limit.

In order to check the effect of the assumption that the fractional statistical and

systematic uncertainties on the data-driven reducible background estimate are the

same in each bin of leading Z boson pT, expected limits are obtained with the

data-driven background uncertainties increased by a factor of five. The resulting

changes in the expected limits are less than 1%, confirming the assumption that

the effect of the reducible background uncertainty on the sensitivity is small.

Treating the background systematic uncertainty as uncorrelated between bins

leads to a negligible (< 0.1%) worsening in the limits.

9.4 Expected and Observed Limits

Figure 9.5 shows expected and observed distributions of the pT of the leading Z

candidate with the binning used to set the nTGC limits, along with expected dis-

tributions in the case of nTGCs, with parameters set close to previously obtained

experimental limits.

Tables 9.3 and 9.4 show the observed and expected 95% confidence interval

limits obtained using the 7 TeV and the 8 TeV data, respectively. The limit on

each coupling assumes that the other couplings are fixed at their Standard Model

value of zero. In both datasets, the best fit value for all of the couplings are

consistent with zero, and the observed limits are consistent with the expected

limits. The expected limits from the 8 TeV data are 2.4-3.0 times more stringent

than the expected limits from the 7 TeV data using both the ZZ → `−`+`−`+ and

ZZ → `−`+νν̄ channels, or 3.0-3.6 times more stringent than the expected limits

from the 7 TeV data using only the ZZ → `−`+`−`+ channel.

Figure 9.6 shows ‘two-dimensional’ 95% confidence level limits, allowing two

of the couplings to vary simultaneously, derived without using a form-factor. The

plots compare the limits set with the 7 TeV data using only the ZZ → `−`+`−`+
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Figure 9.5: Candidate Z boson transverse momentum distributions with the bin-
ning used for nTGC limit setting. Figure (a) shows the pT of the leading Z
candidate for the ZZ → `−`+`−`+ channel and (b) shows the pT of the leptoni-
cally decaying Z candidate for the ZZ → `−`+νν̄ channel, both in the 7 TeV data.
Figure (c) shows the pT of the leading Z candidate in candidate ZZ → `−`+`−`+

events in the 8 TeV data. The observed distributions are shown as filled circles,
the SM expected signal and background are shown as filled histograms, and the
predicted distributions for four different nTGC samples with form factor scales of
Λ = 3 TeV are shown as dashed lines. The nTGC parameters in Figures (a) and
(b) are set near the edge of the exclusion set in the 1 fb−1 ATLAS analysis [2]; the
nTGC parameters in Figure (c) are set near the limits obtained from the 7 TeV
analysis. The last bin is inclusive of the overflow.
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Parameter Expected Limit Observed Limit

n = 3,Λ = 3 TeV, ZZ → `−`+`−`+

fγ4 [-0.027, 0.027 ] ± 0.007 [-0.031, 0.031 ]
fZ4 [-0.023, 0.023 ] ± 0.006 [-0.027, 0.027 ]
fγ5 [-0.028, 0.028 ] ± 0.007 [-0.032, 0.032 ]
fZ5 [-0.023, 0.023 ] ± 0.006 [-0.027, 0.027 ]

n = 3,Λ = 3 TeV, ZZ → `−`+(`−`+/νν̄)

fγ4 [-0.021, 0.022 ] ± 0.003 [-0.022, 0.023 ]
fZ4 [-0.017, 0.018 ] ± 0.003 [-0.019, 0.019 ]
fγ5 [-0.022, 0.022 ] ± 0.004 [-0.023, 0.023 ]
fZ5 [-0.018, 0.018 ] ± 0.003 [-0.020, 0.019 ]

No Form Factor, ZZ → `−`+`−`+

fγ4 [-0.017, 0.017 ] ± 0.004 [-0.020, 0.020 ]
fZ4 [-0.015, 0.015 ] ± 0.002 [-0.017, 0.017 ]
fγ5 [-0.018, 0.018 ] ± 0.004 [-0.020, 0.020 ]
fZ5 [-0.015, 0.015 ] ± 0.004 [-0.017, 0.017 ]

No Form Factor, ZZ → `−`+(`−`+/νν̄)

fγ4 [-0.014, 0.014 ] ± 0.001 [-0.015, 0.015 ]
fZ4 [-0.012, 0.012 ] ± 0.001 [-0.013, 0.013 ]
fγ5 [-0.015, 0.015 ] ± 0.001 [-0.016, 0.015 ]
fZ5 [-0.012, 0.012 ] ± 0.001 [-0.013, 0.013 ]

Table 9.3: Expected and observed 95% confidence interval limits for anomalous
neutral gauge boson couplings (nTGCs), set using the 7 TeV data, where the
limit for each coupling assumes the other couplings fixed at their SM value of
zero. Limits are shown obtained using only the ZZ → `−`+`−`+ channel, and
using the ZZ → `−`+`−`+ and ZZ → `−`+νν̄ channels in combination. Limits
are given for form-factor scales of Λ = 3 TeV and Λ =∞, the latter corresponding
to not applying a form-factor.
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channel, the limits set with the 7 TeV combining the ZZ → `−`+`−`+ and ZZ →
`−`+νν̄ channels, and the limits obtained with the 8 TeV data using only the

ZZ → `−`+`−`+ channel. For each pair of parameters, the other parameters are

assumed to be fixed at their Standard Model value of zero.

A comparison of the one-dimensional limits presented here and those derived

from measurements at at other experiments is shown in Figure 9.7. The lim-

its are more stringent than those derived from measurements at LEP [47] and

the Tevatron [53]. The ATLAS
√
s = 7 TeV limits are comparable to the limits

from CMS [54], derived at the same centre-of-mass energy using a similarly sized

dataset. It should be noted that the limits from LEP and CMS do not use a form

factor, and those from the Tevatron use Λ = 1.2 TeV. The 8 TeV limits presented

here are significantly tighter than any previous limits.

Parameter Expected Limit Observed Limit

n = 3,Λ = 3 TeV, ZZ → `−`+`−`+

fγ4 [-0.010, 0.010 ] ± 0.003 [-0.007, 0.007 ]
fZ4 [-0.008, 0.009 ] ± 0.002 [-0.006, 0.006 ]
fγ5 [-0.010, 0.010 ] ± 0.003 [-0.007, 0.007 ]
fZ5 [-0.009, 0.009 ] ± 0.002 [-0.006, 0.006 ]

No Form Factor, ZZ → `−`+`−`+

fγ4 [-0.005, 0.005 ] ± 0.001 [-0.004, 0.004 ]
fZ4 [-0.005, 0.005 ] ± 0.001 [-0.003, 0.003 ]
fγ5 [-0.005, 0.005 ] ± 0.001 [-0.004, 0.004 ]
fZ5 [-0.005, 0.005 ] ± 0.001 [-0.003, 0.003 ]

Table 9.4: Expected and observed 95% confidence interval limits for anomalous
neutral gauge boson couplings (nTGCs), set using the 8 TeV data, where the limit
for each coupling assumes the other couplings fixed at their Standard Model value
of zero. Limits are given for form-factor scales of Λ = 3 TeV and Λ = ∞, the
latter corresponding to not applying a form-factor.
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Figure 9.6: Two dimensional 95% confidence intervals for anomalous neutral gauge
boson couplings (nTGCs) for form factor scale Λ = ∞. The limits set using the
7 TeV data using only the ZZ → `−`+`−`+ channel are shown in red, limits set
using the 7 TeV data combining the ZZ → `−`+`−`+ and ZZ → `−`+νν̄ channels
are shown in blue, and the limits obtained using the 8 TeV data using only the
ZZ → `−`+`−`+ channel are shown in black. For each pair of parameters, the
other parameters are assumed to be fixed at their Standard Model value of zero.
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Figure 9.7: Anomalous neutral triple gauge coupling (nTGC) 95% confidence intervals
from the ATLAS, CMS [54], LEP [47] and Tevatron [53] experiments. Luminosities,
centre-of-mass energies and cut-offs Λ for each experiment are shown.



Chapter 10

Conclusions

Data collected by the ATLAS experiment in 2011 and 2012 were used to make

measurements of ZZ production at
√
s = 7 TeV and

√
s = 8 TeV. Events were

selected which were consistent with two Z bosons decaying to electrons or muons.

The cross section was measured in a fiducial phase-space corresponding closely to

the detector acceptance, in order to reduce theoretical uncertainties arising from

extrapolating to regions where there is no experimental acceptance. The fiducial

phase-space for the
√
s = 7 TeV measurement is defined by requiring both lepton

pairs to have 66 < m`−`+ < 116 GeV, and requiring all leptons have pT > 7 GeV,

|η| < 3.16 and be separated from any other lepton with a minimum separation of

∆R = 0.2. The fiducial cross section measured in a dataset corresponding to an

integrated luminosity of 4.6 fb−1 was found to be:

σfid
ZZ→`−`+`−`+(

√
s = 7 TeV) = 25.2 +3.3

−3.0 (stat) +1.2
−1.0 (syst) +1.1

−0.9 (lumi) fb (10.1)

to be compared with a theoretical expectation of:

σfid,theory
ZZ→`−`+`−`+(

√
s = 7 TeV) = 21.2+0.9

−0.7 fb (10.2)

Additionally, a fiducial cross section relaxing the mass requirement on one of the

lepton pairs to m`−`+ > 20 GeV was measured to be:

σfid
ZZ∗→`−`+`−`+(

√
s = 7 TeV) = 27.8 +3.6

−3.4 (stat) +1.8
−1.6 (syst) +1.1

−1.0 (lumi) fb (10.3)

to be compared with a theoretical expectation of:

σfid
ZZ∗→`−`+`−`+(

√
s = 7 TeV) = 25.1+1.2

−0.8 fb (10.4)

At
√
s = 8 TeV, the fiducial phase-space is defined similarly as for the 7 TeV
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measurement, but with the lepton pseudo-rapidity requirement tightened to |η| <
2.7. The fiducial cross section measured in a dataset corresponding to an inte-

grated luminosity of 20 fb−1 was:

σfid
ZZ→`−`+`−`+(

√
s = 8 TeV) = 20.8 +1.3

−1.2 (stat) +1.0
−0.9 (syst) +0.6

−0.6 (lumi) fb (10.5)

to be compared with a theoretical expectation of:

σfid,theory
ZZ→`−`+`−`+(

√
s = 8 TeV) = 21.1+0.9

−0.8 fb (10.6)

The uncertainties on the measurements at both energies are statistically dom-

inated. The dominant systematic uncertainties arise due to uncertainties on the

lepton reconstruction and identification efficiencies.

The fiducial cross sections were extrapolated to the total cross section for ZZ

production with Z bosons in the mass range 66 GeV to 116 GeV, correcting for

the acceptance of the fiducial phase-space and the Z → `` branching fractions.

The total cross section at
√
s = 7 TeV was measured to be:

σtot
ZZ(
√
s = 7 TeV) = 7.0 +0.9

−0.8 (stat) +0.4
−0.3 (syst) +0.3

−0.2 (lumi) pb (10.7)

to be compared with a theoretical expectation of:

σtot,theory
ZZ (

√
s = 7 TeV) = 5.9+0.2

−0.2 pb (10.8)

At
√
s = 8 TeV the total cross section was measured to be:

σtot
ZZ(
√
s = 8 TeV) = 7.1 +0.4

−0.4 (stat) +0.4
−0.3 (syst) +0.2

−0.2 (lumi) pb (10.9)

to be compared with a theoretical expectation of:

σtot,theory
ZZ (

√
s = 8 TeV) = 7.2+0.3

−0.2 pb (10.10)

The theoretical expectations are calculated to next-to-leading order in QCD, and

the error arises from uncertainties on the PDF and the factorisation and renor-

malisation scales. The 7 TeV measurement is slightly higher than the theoretical

prediction, but consistent within the uncertainties. The 8 TeV measurement is in

good agreement with the theoretical prediction.

The observed ZZ → `−`+`−`+ events were used to set limits on anomalous
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neutral triple gauge couplings (nTGCs) by performing binned fits to kinematic

distributions. It was found that the differential event yield as a function of the

transverse momentum of the leading (in transverse momentum) Z boson provided

the greatest sensitivity to nTGCs. The observed data were consistent with the

non-existence of ZZZ and ZZγ vertices, as predicted by the Standard Model, and

so 95 % confidence level limits were set on the size of the couplings. The couplings

are described by four parameters: fγ4 , fZ4 , fγ5 and fZ5 . The most stringent limits

were obtained with the
√
s = 8 TeV data, and were found to be:

−0.007 < fγ4 < 0.007, − 0.006 < fZ4 < 0.006,

−0.007 < fγ5 < 0.007, − 0.006 < fZ5 < 0.006 (10.11)

where a form-factor with cutoff scale Λ = 3 TeV and strength n = 3 has been

assumed. These are the most constraining limits on nTGCs to date.
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Appendix A

Additional Material for nTGC

Limits

A.1 Robustness of nTGC Limits

In order to check the robustness of the limits, the expected limits obtained using

the Baur-Rainwater generator to determine the yield coefficients are compared

with the expected limits obtained using BHO to determine to coefficients. Simi-

larly, the expected limits obtained using a samples samples generated at different

TGC points are compared (e.g. the TGC0 sample is compared to the TGC1 sam-

ple). The resulting expected limits are given in Table A.1; the changes in expected

limits are much smaller than the statistical uncertainties on the limit.
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No. Bins Generator Sample fγ4 fZ4 fγ5 fγ5
n = 3,Λ = 3 TeV

1 BR TGC0 [-0.0321 , 0.0320 ] ± 0.0048 [-0.0270 , 0.0271 ] ± 0.0040 [-0.0328 , 0.0326 ] ± 0.0048 [-0.0276 , 0.0277 ] ± 0.0041
1 BHO TGC0 [-0.0321 , 0.0320 ] ± 0.0048 [-0.0271 , 0.0271 ] ± 0.0040 [-0.0327 , 0.0327 ] ± 0.0048 [-0.0276 , 0.0276 ] ± 0.0041
1 BR TGC1 [-0.0323 , 0.0323 ] ± 0.0048 [-0.0272 , 0.0272 ] ± 0.0040 [-0.0329 , 0.0331 ] ± 0.0049 [-0.0274 , 0.0282 ] ± 0.0041
1 BR TGC2 [-0.0320 , 0.0321 ] ± 0.0047 [-0.0269 , 0.0271 ] ± 0.0040 [-0.0327 , 0.0327 ] ± 0.0048 [-0.0272 , 0.0278 ] ± 0.0041
2 BR TGC0 [-0.0100 , 0.0100 ] ± 0.0026 [-0.0086 , 0.0085 ] ± 0.0023 [-0.0101 , 0.0101 ] ± 0.0027 [-0.0086 , 0.0086 ] ± 0.0023
2 BHO TGC0 [-0.0101 , 0.0100 ] ± 0.0027 [-0.0086 , 0.0086 ] ± 0.0023 [-0.0101 , 0.0101 ] ± 0.0027 [-0.0087 , 0.0087 ] ± 0.0023
2 BR TGC1 [-0.0103 , 0.0102 ] ± 0.0027 [-0.0088 , 0.0088 ] ± 0.0023 [-0.0104 , 0.0103 ] ± 0.0027 [-0.0088 , 0.0088 ] ± 0.0024
2 BR TGC2 [-0.0103 , 0.0102 ] ± 0.0027 [-0.0088 , 0.0087 ] ± 0.0023 [-0.0104 , 0.0103 ] ± 0.0027 [-0.0088 , 0.0088 ] ± 0.0023

No Form Factor
1 BR TGC0 [-0.0189 , 0.0189 ] ± 0.0028 [-0.0163 , 0.0164 ] ± 0.0024 [-0.0192 , 0.0191 ] ± 0.0028 [-0.0165 , 0.0165 ] ± 0.0025
1 BHO TGC0 [-0.0190 , 0.0189 ] ± 0.0028 [-0.0163 , 0.0163 ] ± 0.0024 [-0.0192 , 0.0192 ] ± 0.0028 [-0.0165 , 0.0165 ] ± 0.0025
1 BR TGC1 [-0.0190 , 0.0190 ] ± 0.0028 [-0.0164 , 0.0164 ] ± 0.0024 [-0.0192 , 0.0193 ] ± 0.0029 [-0.0164 , 0.0167 ] ± 0.0025
1 BR TGC2 [-0.0190 , 0.0190 ] ± 0.0028 [-0.0162 , 0.0164 ] ± 0.0024 [-0.0192 , 0.0192 ] ± 0.0028 [-0.0164 , 0.0166 ] ± 0.0024
2 BHO TGC0 [-0.0055 , 0.0054 ] ± 0.0014 [-0.0047 , 0.0047 ] ± 0.0013 [-0.0055 , 0.0055 ] ± 0.0014 [-0.0048 , 0.0048 ] ± 0.0013
2 BR TGC0 [-0.0054 , 0.0054 ] ± 0.0014 [-0.0047 , 0.0047 ] ± 0.0012 [-0.0055 , 0.0054 ] ± 0.0014 [-0.0047 , 0.0047 ] ± 0.0013
2 BR TGC1 [-0.0055 , 0.0055 ] ± 0.0015 [-0.0048 , 0.0048 ] ± 0.0013 [-0.0056 , 0.0055 ] ± 0.0015 [-0.0048 , 0.0048 ] ± 0.0013
2 BR TGC2 [-0.0056 , 0.0055 ] ± 0.0015 [-0.0048 , 0.0048 ] ± 0.0013 [-0.0056 , 0.0056 ] ± 0.0015 [-0.0048 , 0.0048 ] ± 0.0013

Table A.1: Expected 95% confidence intervals for anomalous neutral gauge boson couplings (nTGCs) for the 8 TeV analysis,
where the limit for each coupling assumes the other couplings fixed at their SM value of zero. Limits are given for form-factor
scales of Λ = 3 TeV and Λ =∞, the latter corresponding to not applying a form-factor. The limits obtained using yield coefficients
derived using the Baur-Rainwater (BR) and BHO (BHO) generators are occured, as are limits obtained using samples generated
at different TGC points (TGC0 - TGC1; see Section 9.1.1 for defintiion of the points).
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