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In this review we attempt to sketch an overview of the various methods currently being used or under
development to enable ultra-fast dynamic imaging of matter. We concentrate on those techniques which combine
atomic scale spatial resolution and femtosecond or even sub-femtosecond temporal resolution. In part this review
was inspired and informed by the material presented at the ‘Ultrafast Dynamic Imaging II’ workshop held in
Ischia, Italy in April 2009, but we also have drawn on a wider background of material especially when discussing
the emerging laser-based methods.

Keywords: molecular imaging; ultra-fast processes; ultrashort light pulses; femtosecond dynamics;
attosecond physics

1. Introduction

The measurement of the structure and dynamics of
matter undergoing the processes of importance in
physics, chemistry and biology is the goal of ultra-fast
dynamic imaging methods. This goal is of immense
importance in the future development of many areas of
science and technology as it is often essential to have full
information on structural dynamics before a process
can be understood and controlled. In material and
condensed matter science, chemistry and structural
biology, for many decades Ångstrom scale spatial
resolution has been achieved using methods such as
X-ray diffraction, electron microscopy and X-ray
spectroscopy. There is constant pressure to extend our
understanding in not only determining static structures
but in following the changes that these structures
undergo. As a consequence methods of measuring
structures with increased temporal resolution, toward
the 10 fs regime, are now being sought [1,2], increasing
demands for new light sources such as free electron
lasers (FELs) [3] and improved methods, e.g. ultra-fast
electron diffraction (UED) [4]. In recent years ultra-fast
science has made rapid advances towards making
measurements of dynamics into the 100 attosecond
(as) region [5] even to the few tens of attosecond limit [6]
using laser-based techniques. Accompanying this has
been a desire to capture the accompanying structural
information, and some laser-based techniques are
beginning to take steps to do this [7,8].

We can see a clear trend in the scientific require-
ments to measure matter simultaneously with high
temporal and spatial resolution; the need for femto-
second to sub-femtosecond temporal resolution and
Ångstrom to sub-Ångstrom spatial resolution is now
being demanded and actively pursued. Longer time-
scales and larger spatial scales are clearly of great
importance too, but here we concentrate on the
technologically most challenging, and arguably the
scientifically most fundamental, goal of ultra-fast
dynamic imaging to the femtosecond/Ångstrom scale.
It turns out we have available a range of techniques
spanning, for example, laser-based, X-ray based, elec-
tron beam based methods and the convergence of these
towards the common goal just stated is both challeng-
ing and very exciting to scientists active in the field.

There is a danger, however, that the practitioners of
each method will appreciate only their own chosen
technique and methods and not have a clear view of the
broader picture due to the usual barriers of jargon and
unfamiliarity. We argue that this is a pity, since we are
all driven by curiosity about common scientific goals
and wish to understand our colleagues interesting
work, and because it is so often found that in
appreciating the concepts and methods of another
field that we can gain new insights and make advances
in our own area. It is thus the intention of this review
to attempt, in a modest way, to collect together the
major techniques of ultra-fast dynamic imaging and to
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briefly explain the underlying concepts and principles

of the methods. We aim to be concise and to make this

overview readable and accessible. In doing so we will

inevitably not cover to everybody’s complete satisfac-

tion the full literature, nuances and technical details of

each field and must recommend you consult more

specialist works to find these (we attempt to point out

suitable references where appropriate). A special

emphasis is placed upon recently implemented laser-

based methods that are offering attosecond domain

temporal resolution. The literature is too extensive to

review fully so only samples of the work in a given area

will be cited. It is therefore very much in the style of a

tutorial review aimed squarely at the non-specialist,

new researchers just beginning and more experienced

scientists looking for an elementary introduction to

other methods of ultra-fast dynamic imaging.

1.1. Why do we need to measure ultra-fast structural
dynamics?

Prior to embarking on our overview of the measure-

ment concepts behind a sample of techniques we would

like to ponder why the femtosecond/Ångstrom regime

for ultra-fast dynamic imaging is so fundamental. In

essence this is because it is the natural spatial and

temporal scale for the atomic scale evolution of matter,

whether that matter is an isolated small molecule

a large molecule in solution or an extended sample

of crystalline or amorphous condensed matter. In

Figure 1 we present some of the relevant ranges of

time and spatial scales important to a wide class of
physical situation.

In particular chemical dynamics and dynamics in
the condensed phase span a large range of scales of
interest in space and time. There is a great deal of
interest, for example, in the large scale structural
change of large biomolecules, such as protein folding,
which occurs on the picosecond to microsecond
timescale. But chemical changes can also occur on
much faster timescales and often the key events
occurring in say a localised reaction centre, embedded
within a much larger complex, takes place in a 100 fs or
less. This is because the motion of the atomic nuclei
that determines a chemical change takes place on
timescales of down to 10 fs or so. The fastest chemical
timescales are not much faster than the vibrational
period of a proton which when bonded to a carbon
atom is around 12 fs, which is about the fastest that
nuclei are usually thought to move. This said still faster
dynamics associated with electron motion are currently
the target of the field of attoscience. Partly this is
because understanding the time domain behaviour of
correlated electron dynamics in matter is a fundamen-
tal problem in physics. Moreover, electron dynamics
can play a vital role as the first stage in the ultra-fast
events involving the motion of atomic nuclei that occur
on a longer timescale, e.g. in chemical dynamics or
phase changes within condensed matter. Additionally
if for instance we wish to control the system using an
external light field that couples primarily to the
electrons, we need tools that can measure both
electronic and nuclear structure and dynamics.

Capturing the structural dynamics associated with
atomic motion within matter thus requires methods
that can access Ångstrom spatial resolution with a time
resolution in the femtosecond domain. Further to
determine the electronic motion and to follow how the
spatial properties of the electronic state vary in time (to
follow the evolution of the electronic wavefunction)
requires Ångstrom spatial resolution and attosecond
time domain information. We are starting to have the
techniques to address both these goals and such
measurements have now been made in a few sample
cases. There remains a long way to go before ‘univer-
sal’ methods with attosecond resolution applicable to
all systems of potential interest are available but we do
now have a well-defined direction of travel towards the
highest resolution ultra-fast dynamic imaging through
the various techniques we are about to review.

What drives the field forward is the great impor-
tance of the goal. There are a huge range of phenom-
ena in science for which we have little or no knowledge
of the relevant structural dynamics. If we can gain such
knowledge not only will we have a detailed under-
standing of the mechanisms of myriad phenomena, but

Figure 1. Spatial and temporal scales relevant to key areas of
physical and chemical sciences. From ‘NLS Project: Science
Case and Outline Facility Design’ STFC, July 2009. (The
colour version of this figure is included in the online version
of the journal.)
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we will also have a powerful tool for controlling the
material world at the quantum scale. We might even
claim that whilst establishing the static structures of
matter was one of the great technical achievements of
twentieth century science a key challenge for the
twenty-first century is to establish the structural
dynamics.

1.2. Towards femtosecond resolved structural
dynamics

Structural dynamics demands structural information at
the Ångstrom scale. Many laser-based time-resolved
spectroscopy methods do not give this spatial resolu-
tion even though they allow us to measure the
instantaneous state the system is in (electronic or
vibrational) with femtosecond resolution. It is true that
in simple systems we may have the detailed knowledge
of potential energy surfaces (through spectroscopy)
requisite to deduce the accompanying structural
dynamics. Once we consider more complex molecules
or solids where many multi-dimensional potential
energy surfaces, and intersections of these surfaces,
may play a role, such an approach can rapidly be
reduced to mere guess work. Thus, we need a way to
directly measure the position of atoms or the shape of
an electronic wavefunction with Ångstrom spatial
resolution at the requisite temporal resolution. As
much as possible we need methods that require no
a priori theoretical knowledge of the system being
measured and are thus amenable to robust reconstruc-
tion of the instantaneous structure. The basic mea-
surement tools available to provide this information
are either electromagnetic fields (photons) or particles,
with sufficiently short wavelengths to resolve the
structure.

In practice, of all the potential candidate probes for
ultra-fast dynamic imaging the only two that are so far
used are X-rays and electrons. To obtain a resolution
of 1 Å from a diffraction measurement requires a
comparable or shorter wavelength. Thus, for X-rays
we require photons with an energy of 12 keV to achieve
a 1 Å wavelength for the electromagnetic field
(although significantly lower energy X-ray photons
are still widely used for X-ray diffraction measure-
ments at lower resolution). For an electron to have a
1 Å de Broglie wavelength the kinetic energy must be
4150 eV, i.e. for high spatial resolution much lower
electron energies than photon energies are needed. The
use of electrons as the structural probe underpins the
X-ray absorption [2] and HHG (high harmonic gener-
ation) imaging techniques covered [9], and also the
time-resolved electron diffraction and electron micros-
copy methods. Indeed often X-rays and electrons both

play a role in the measurement, so for instance in X-ray
absorption measurements (e.g. EXAFS) [2] the choice
of the X-ray wavelength around an absorption edge
sets the species sensitivity and through this defines the
sites within the matter that will be probed and the
liberated photoelectrons provide the spatial resolution
of the measurement.

It may be argued that some of the laser-based
techniques of femtosecond and attosecond science use
a different principle. So for instance information on the
instantaneous wavefunction can be obtained by using
spatially resolved laser tunnel ionisation methods [10],
although here again the electron is implicated in the
tunnelling process that constitutes the measurement. In
recent time-resolved photoelectron spectroscopy stud-
ies [11] the measurement of the outgoing electron
angular distribution can be used to deduce valuable
structural information, and variants of this using
attosecond pulse trains are seeking to fully reconstruct
photo-electron wavepackets [12] with sub-femtosecond
temporal resolution. Here the outgoing electron wave
is mapped in momentum space and thus retrieved. For
Coulomb explosion imaging [13,14] detection of the
charged ionic fragments is used, and here it is true the
probe is neither electron nor photon, but the technique
is limited to small structures and cannot access the
spatial properties of the electronic wavefunction.
Attosecond probing using the isolated attosecond
domain XUV pulses obtained from HHG has been
used to measure the time dependence of photoionisa-
tion in atoms [15,16] and surfaces [17] but does not
provide direct spatial information as the HHG radia-
tion is typically only �100 eV corresponding to a
wavelength410 nm. Nevertheless, the in situ measure-
ments associated with HHG imaging of molecules
employ the spatial resolution of the laser driven
recollision electrons (only �100 eV in energy but with
�1 Å de Broglie wavelength) and so provide measure-
ments with both exceptional temporal and spatial
resolution.

In the future it is possible that other particles
already used to probe the structural properties of
matter such as neutrons, muons and positrons may be
utilised for ultra-fast dynamic structural imaging. This
can only happen if ultra-fast sources of these particles,
or ultra-fast methods using these particles, can be
identified and developed, which is not currently the
case.

1.3. Pump–probe methods

The usual methodology employed in most ultra-fast
measurement is the pump–probe approach. Alternatives,
such as exciting the sample with a short pump

Journal of Modern Optics 3
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pulse and watching the subsequent emission in real
time using an ultra-fast detector (e.g. a fast diode or a
streak camera) are widely used for time resolution
down to picoseconds but the absence of efficient
detectors for sub-picosecond resolution have largely
precluded these techniques in the femtosecond domain.
Instead a pump interaction (usually a light pulse) is
used to ‘start’ the event and then it is probed after a
short delay Dt. This allows us to capture say the
structure at a time Dt after the event starts. To build up
a full structural dynamics it is necessary to repeat the
measurement over the desired range of Dt. As it is not a
single shot measurement, and both pump and probe
may cause deterioration of the sample, in a given
measurement we must carefully consider whether the
same sample can be probed multiple times or we need
to replace it with a new and identical sample for each
measurement. For destructive probe events, such as
the strong field laser methods, the latter is invariably
the case.

A key step in almost all ultra-fast measurements
is to trigger the dynamics to be studied at a precise
instant (e.g. the ‘pump’ step in pump–probe methods).
This usually requires achieving an appreciable excita-
tion fraction of the sample in the desired channel whilst
minimising excitation into other channels. In fact this
is a very challenging requirement. Typically we are
interested in the evolution of a system following
electronic excitation or vibrational excitation (in mol-
ecules)/phonon excitation (in solids). The tools usually
employed for this are lasers in the IR–visible–UV range
where high power (microjoule level or greater),
ultrafast (down to �10 fs) pulses, can be generated
using a variety of non-linear optical methods to cover
the range from 5 to 0.2 eV. Outside of this range light
sources of lower power are available, recently much
attention has been applied to efficient sources in the
far-IR/THz range (0.2–0.001 eV or 500–2.5 THz). For
instance pulse durations of �1 ps with microjoule
energies can be generated in the THz region using
undulators downstream of short wavelength FELs [18].
There are many physical problems where the dynamics
is driven purely by thermal/statistical fluctuations in
the system, for example, in biological systems such
fluctuations are driven at the ambient temperature,
and capturing these, processes require an approach to
a triggerable ‘thermal fluctuation’. It is reasonable to
imagine that THz pulses (6THz is equivalent in energy
to kT at room temperature) may be a key capability for
mimicking the naturally occurring process.

In fact ensuring efficient and specific excitation of
the mode of interest presents the experimenter with
great challenges possibly as great as the ultra-fast
structural probes themselves. Advances in ultra-fast
quantum control methods, such as closed loop control

[19,20] may prove of great value in tailoring electro-
magnetic fields that efficiently perform this function.

A wide class of processes cannot be readily
triggered by light at all due to a lack of appropriate
optical response. For these it may be possible to use
ultra-short pulsed electron beams to trigger electronic
excitation in the sample even if an optical trigger is of
no help. Such methods are in their infancy when
applied to the ultra-fast regime and much work
remains to be done.

2. Conventional X-ray based methods

2.1. X-ray absorption overview

X-ray absorption has proven an immensely useful
technique for establishing the structure and electronic
state of reaction centres across a vast range of
molecules and solids. Because it is primarily a
method of local structural determination (in contrast
to X-ray and electron diffraction where global struc-
ture may be determined) it is especially well suited to
isolating the structure of key centres relevant to the
functioning of molecules and condensed matter sys-
tems. It naturally lends itself to time-resolved exten-
sion; although such an extension is not without
considerable technical challenge. Often the key initial
reaction event in a complex system (e.g. at a chromo-
phore in a biological molecule) happens locally and
very quickly (on femtosecond timescales) and is then
followed by slower timescale changes on a larger
spatial scale. Thus, X-ray absorption is especially
suitable for capturing the essential initial ultra-fast
component of structural dynamics in a gas, liquid or
solid phase system. Crucially the technique is equally
applicable to crystalline and non-crystalline solids as
well as to molecules in gas and liquid phase.

Various modalities of the technique are available.
For absorption signatures it is possible to look at the
absorption structure far above the absorption edge
(410 eV) and in this EXAFS (extended X-ray absorp-
tion structure) regime local structure is easily extracted
as the situation is robustly understood. Closer to the
absorption edge in the near edge XANES (X-ray
absorption near edge structure) region (�10 eV) the
structure may be very rich, and although it is theoret-
ically more challenging to understand, it contains a
wealth of information on the local chemical environ-
ment, valence electronic structure and local symmetry
around the absorbing atom. As an alternative to
measure the absorption it is also possible to probe the
subsequent photoemission as the vacant core holes are
filled as the signal will also be proportional to the
photoabsorption cross-section and has the advantage
of appearing on a dark background. Alternatively

4 C. Altucci et al.
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(at least in the gas phase or at surfaces) the photoelec-
trons may be directly measured to give complementary
information.

In X-ray absorption measurements the X-ray
radiation is tuned to the wavelengths around the
absorption edge associated with photoionisation from
an atomic core state (in the K or L shell) of the target
atomic species and absorption of the photon leads to
emission of a photoelectron with excess kinetic energy
determined by how far the X-rays are tuned above the
absorption edge. In the EXAFS regime (extended
X-ray absorption fine structure) the photoelectron has
kinetic energy in the range 10 to a few 100s eV.
Structural information is obtained from the interaction
of the outgoing spherical electron wave with neigh-
bouring atoms [21]. The total photo-excitation (photo-
absorption) amplitude is the sum of all possible
channels including the dominant direct channel and
backscattered channels from nearest neighbour, next
nearest neighbour atoms etc. Typically in the EXAFS
region only a single scattering event makes an appre-
ciable contribution which greatly simplifies the inter-
pretation. Modulation as a function of photon energy
(i.e. electron wavevector) of the measured photo-
absorption results from interference between channels
contributing to the final photo-emission probability
(i.e. direct plus backscattered channels) and may be
constructive or destructive leading to photon energy
dependent peaks and troughs modulating the photo-
absorption cross-section by typically a few percent.
There is a simple mapping between the electron energy
(momentum) at which the maxima and minima occur
and the inter-atomic separation between the photon
absorbing and backscattering atom.

The theory behind interpreting the EXAFS struc-
ture is now very well understood and permits rapid
analysis of the structure around the absorbing atom.
Consider the measured normalised absorption spec-
trum �(E ) that can be transformed into the normalised
absorption spectrum in terms of electron wavevector
�(k) through the relation k¼ (2�/�h)[2me(h��EB)]

1/2,
where � is the X-ray frequency and EB is the binding
energy (and the other symbols have their usual
meaning). For the EXAFS region if we consider an
emitting atom surrounded by a group of identical
atoms of type j at a distance Rj such that there are Nj of
these and each backscatters with an amplitude fj(k)
and phase shift �, then the quantity �(k) will be:

�ðkÞ ¼
X
j

S2
0Nj

fj ðkÞ
�� ��
kR2

j

sin 2kRj þ 2�þ �
� �

CðkÞ ð1Þ

where � is the phase shift for the electron at the parent
atom and C(k) is a factor accounting for the finite
range of the electron wave and statistical fluctuations

of the lattice. The key to extracting the structure
from the absorption modulation lies in theP

jsin[2kRjþ 2�þ�] terms. This is somewhat analo-
gous to the ‘structural interference’ signatures recently
claimed for molecular HHG.

X-ray absorption near edge (XANES) refers to the
structure immediately above an absorption edge
extending up to 30 eV or so. This encodes in principle
longer range structure (recall the reciprocal relation-
ship between the energy and the spatial scale through
the kRj factor) and symmetry information as well as
additional information on the chemical state of the
system. XANES contains information on the molecu-
lar structure and also the electronic state. The geomet-
rical arrangement of the atoms in a local cluster
around the X-ray absorbing atom is responsible for
part of the XANES structure. It is possible to interpret
this structure from the lower energy of the electrons,
although the fact that multiple scattering is important
makes the picture more complex than for the interpre-
tation of EXAFS where higher energy electrons are
singly scattered. Absorption features in the 10 eV
energy range above the absorption threshold have a
physical origin, which is different for different classes
of materials e.g. bound valence states or quasi-bound
states (so-called shape resonances) in molecules or core
excitons in ionic crystals.

To understand the potential for temporal resolu-
tion we can consider the effect of the electrons
backscattered from the nearest neighbour atoms as
the inter-atomic distance is changed. Imagine a hypo-
thetical example where the inter-atomic distance is
initially r¼ 1.2 Å and an interference from the back-
scattered wave is expected if the de Broglie wavelength
is �¼ 2r¼ 2.4 Å, which corresponds to an electron
kinetic energy of around 24 eV (ignoring the phase shift
terms). If, however, there are some dynamics and the
inter-atomic spacing is reduced to say 1.1 Å then this
interference feature will shift to 28.5 eV above the edge.
The timescale for the backscattering is itself very fast,
even for these relatively low kinetic energy electrons
the round trip time of the backscattered electron is
only� 0.15 fs in the above example so in principle the
time resolution limit is in the sub-femtosecond regime
(if sufficiently short and well synchronised pump and
probe pulses were available). Of course there may be
other practical factors (such as temporal walk-off
between pump and probe) that limit the temporal
resolution.

Recently a method of X-ray spectroscopy has been
introduced that utilises the effect upon the observed
spectrum of ultra-fast (few femtosecond) Auger decay
following the photoexcitation. This Auger ‘clock’
method has recently been implemented in a number
of measurements where for instance the few
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femtosecond delocalisation of a valence electron
excited at an initially localised site within a material
has been measured [22]. This is a powerful method for
following charge transfer dynamics in matter even
down to the sub-femtosecond regime, we will return to
it briefly in Section 5.3.

Novel studies on sub-picosecond time-resolved
structural changes from X-ray absorption have
recently been reported by a number of authors
[23,24]. Whilst there are many light sources available,
including laser-produced plasmas and synchrotron
radiation from storage rings, that access the nanosec-
ond and picosecond range (to resolutions of a few tens
of picoseconds), as for any X-ray technique, achieved
femtosecond resolution requires additional effort with
the light sources. In recent years use of laser-produced
plasma emission for studies of melting dynamics have
yielded a few picosecond resolution [25].

The sample thickness is of significance in deter-
mining the actual temporal resolution. Typically sam-
ples of 100 mm to several mm are used and as the
refractive index of the optical range pump (�1.5) and
X-rays (�1) are significantly different the pulses travel
at different speeds in the medium. It can be seen that in
a sample of 100 mm thickness the temporal resolution
can be no better than 100 fs. Similar constraints apply
to time-resolved X-ray diffraction. This dictates the use
of the thinnest possible sample to maintain acceptable
temporal resolution.

The current best performance for high temporal
resolution X-ray absorption studies come from tem-
poral slicing of synchrotron pulses using a laser (as
implemented for instance at Swiss Light Source,
Advanced Light Source, and European Synchrotron
Radiation Facility) that can produce X-ray pulses of
�100 fs duration and although these are at a low
repetition rate (�1 kHz set by the laser) and contain far
fewer photons than the parent synchrotron pulse (in
proportion to the temporal reduction) they have been
successfully used for X-ray absorption. These mea-
surements have established the potential of the tech-
nique even though there were very weak signals due to
the lack of suitably bright short pulse X-ray sources.

An important recent example is a time-resolved
XANES measurement and we use this to illustrate the
potential and current limitations [26]. The study
concerned the ultrafast formation of the lowest quintet
state of aqueous iron(II) tris(bipyridine) upon excita-
tion of the singlet metal-to-ligand charge-transfer
(1MLCT) state by a femtosecond optical pump. The
X-ray probing used X-ray absorption near-edge struc-
ture (XANES) of the iron K edge at 7.125 keV. A
100 mm thick free-flowing liquid jet of an aqueous
solution of 50mM [FeII(bpy)3]2þ was excited by an
intense 400 nm laser pulse (115 fs pulse width,

repetition rate 1 kHz). The tunable femtosecond hard

X-ray pulse from the slicing source was used to probe
the system in transmission mode at 2 kHz. The flux of

the femtosecond X-ray source was about 10 photons
per pulse requiring data accumulation times of many
hours for the complete measurement. The intensity of a

characteristic XANES feature as a function of laser
pump/X-ray probe time delay was measured (see

Figure 2). It was found that the quintet state was
populated in about 150 fs. This result resolved that the
population mechanism of quintet states in iron(II)-

based complexes was a simple 1MLCT!3MLCT!5T
cascade from the initially excited state with the time

scale of the 3MLCT!5T relaxation corresponding to
the period of the iron–nitrogen stretch vibration.

X-ray FELs have a great deal to offer time-resolved
X-ray absorption measurements. FELs can readily

reach pulse durations of a few tens of femtoseconds or
less, and if seeded can be synchronised to the pump
sources to femtosecond accuracy, so that time-resol-

utions of 20 fs or less look likely to be available [27].
Even more significant than this �10 times improve-

ment in the temporal resolution compared to slicing
sources on synchrotrons is the fact that the average
electron flux within the pulse duration and required

Figure 2. (a) Measured time-dependent differential absorp-
tion at the wavelength of the absorption feature correspond-
ing to the transient species (7126 eV). (b) Simulated time
dependence of the absorption of three states involved in the
fast reaction within the complex (black, green, blue) and
the total absorption (red) illustrating the agreement with the
measurement. Reproduced with permission from Bressler
et al., Science 2009, 323, 489. Copyright (2009) by AAAS.
(The colour version of this figure is included in the online
version of the journal.)
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spectral bandwidth is 104–106 times higher than the

brightest synchrotron based source. This high bright-

ness will allow a vast range of time-resolved X-ray

spectroscopy measurements to be conducted in solids,

gas and liquid phase chemistry and even in dilute
samples relevant to biochemistry in living systems.

2.2. X-ray scattering

X-ray diffraction from crystals is probably the most

famous of all structural methods [28]. It is responsible
for the majority of the protein structures so far

determined. Notable historic landmarks include the

solution of the structure of DNA [29]. It has been just

as important in determining the structure of inorganic

solids. The theory is too well known to be usefully
reviewed here and is available in all textbooks on X-ray

diffraction so we will skip any details of this and

concentrate instead on time-resolved applications of

the technique.
The periodicity of the atomic array in the lattice

leads to well-defined Bragg peaks at a scattering angle

� satisfying the Bragg condition on the X-ray wave-

length � and an interatomic spacing between two

atoms i and j, dij: sin �¼ �/dij. Typically the positions
and intensities of many thousands of Bragg peaks must

be determined to solve a structure for a complex

system (like a protein). This requires stable high

fluence X-ray sources (synchrotron radiation from

electron storage rings have proven an ideal source) and
good quality crystals. A global structure of the

positions of every atom in a very large system can be

determined with an accuracy of a tiny fraction of an

Ångstrom for each atom. The formation of the Bragg
peaks results from the highly periodic nature of the

crystal structure which ensures efficient scattering into

these peaks. For periodic materials the X-ray scattering

is efficient due to the coherent addition from a very
large number of equivalent scattering atoms. This is

important since X-ray elastic scattering is significantly

less probable than inelastic scattering. Inelastic scat-

tering causes damage to the sample and it is essential

that sufficient scattering occurs before the accumulated
damage adversely affects the sample. For materials

with only short range order, but lacking long range

order, like amorphous solids and liquids, X-ray

diffraction is still a powerful probe of local structure.
In amorphous matter structural information can still

be determined, for instance the distance to nearest

neighbour atoms. Powder diffraction and diffraction

from polycrystalline samples gives diffraction rings

that provide precise information on the local atomic
arrangement.

It is in principle straightforward to develop time-
resolved extensions (see below). Not all material
systems are able to be studied in this way, for instance
if the sample is non-periodic in character, and this
includes many very important problems for instance in
biology. Nevertheless, in two important areas time-
resolved crystallographic studies have been performed:
time-resolved studies of melting and shock formation
in crystalline matter [30–34] and time-resolution of
dynamics in some proteins [35,36].

It is far from true that all matter has such regular
periodicity. For non-periodic structures the X-ray
scattering pattern no longer yields well-defined Bragg
peaks or rings, nevertheless if coherent X-rays are used
a characteristic scattering pattern still results somewhat
akin to the speckle pattern seen from laser illumination
of random media. In this way the scattered pattern
contains reciprocal-space information from which the
object may be imaged. Conventionally this was done
using X-ray microscopy to yield a real space image
employing X-ray optics, but in practice this method
has serious resolution limitations set in part by the
technological limits of the optics. Recent advances in
analysis of the coherent diffraction images themselves
have shown that the ‘phase problem’ can be solved
using a new generation of powerful algorithms [37–39].
The trick is to ensure that the object to be imaged is
within the X-ray beam and the rest of the field of view
contributes no significant scattering signal, this ‘finite
support’ constraint then permits the algorithm to
efficiently retrieve the phases. This is opening up a
new generation of X-ray imaging possibilities based on
coherent diffraction imaging (CDI) especially attrac-
tive for analysing non-periodic objects that occur
widely in nature, e.g. in biological systems. With high
brightness X-ray pulses from FELs it is becoming
possible to get a sufficiently strong scattered signal to
carry out single shot CDI which then opens up the
possibility of imaging non-reproducible, non-periodic,
objects [40]. Already first time-resolved studies have
been carried out on reproducible nanostructures [41].

At the present time the status of time-resolved
X-ray diffraction is in a state of flux as the first FEL
sources are now available. Already some time-resolved
CDI experiments have been carried out at FLASH and
it is anticipated that shortly experiments conducted
at the newly commissioned LCLS will start to be
reported. Soon the first hard X-rays at LCLS will
permit the first FEL based time-resolved crystallogra-
phy. Already a great deal of effort has gone into time-
resolved crystallography of materials and proteins
using the light sources so far available including
synchrotron radiation [42], laser-plasma sources [33]
and linac based undulator spontaneous synchrotron
radiation [43]. These have been able to show the time
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variation of crystal structure following some optical
trigger event down to �1 ps temporal resolution.

The first time-resolved structural imaging using
CDI from the FLASH FEL operating at 13.5 nm was
recently reported [41]. Destruction of a nanostructure
initiated by an optical laser pulse which ablates the
material was time resolved by taking a series of CDI
images using changing time delays [41] as can be seen
in Figure 3.

2.3. Inelastic X-ray scattering and attosecond
resolved electron dynamics

Inelastic X-ray scattering can also be studied and
recent results have yielded remarkable findings show-
ing the evolution of electronic states on attosecond
timescales with sub-Å spatial resolution [44]. In the
case of inelastic scattering the scattered X-ray photon
has a small energy deficit compared to the incoming
X-ray photon with the difference (typically from a few
to a few tens of eV) taken up by electronic excitation of
the scattering medium. Although the inelastic cross-
section is very weak it can still be used to determine the
electronic response function of the medium. So for
instance in their first measurement of this kind.
Abbamonte and co-workers studied the inelastic
X-ray scattering from water which is dominated by
the response of the electron plasmon in the 2s shell of the
oxygen atom. By making precise measurements of the
energy and momentum transfer of the inelastically

scattered X-rays the response function �(k,!) was

determined. In these spectral domain measurements

short X-ray pulses are not required.
The next step is to invert the energy shift and

momentum transfer resolved inelastic scattered X-rays

via Fourier transformation to give the position–time

response function �(r, t). The problem is that no phase

information is recorded, thus to implement the suc-

cessful retrieval an additional condition is required.

This condition comes naturally from causality

(Kramers–Kronig condition) and essentially forces

the time direction of the event to be determined as

we know that before the incident photon interacted

there was no excitation. Applying this aptly named

causality-inverted inelastic X-ray scattering method it

is possible to generate the charge density variation

n(r, t) with exceptional temporal and spatial resolution

(see Figure 4). The spatial resolution is set by the range

of momentum transfers sampled (4.95 Å�1 in the case

of water) and the temporal resolution by the range of

energy transfers (100 eV in the case of water) so a 41 as

temporal and 1.27 Å spatial resolution was obtained in

the case of water. The raw data must be analytically

continued to infinite frequency and the data between

sample points interpolated to generate a smooth

function to be transformed. The range of the measure-

ment in space and time is set by the sampling frequency

whereas the resolutions are set by the total range over

which the energy and momentum transfer are

measured.

Figure 3. Time-resolved coherent diffraction imaging of laser ablation of nanoscale structures using single pulses from FLASH
synchronised to the laser pump pulse. Reproduced with permission from A. Barty et al., Nat. Photon. 2008, 2, 415–419.
Copyright (2008) by Nature Publishing Group. (The colour version of this figure is included in the online version of the journal.)
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The power of causality inverted IXS was further

demonstrated by a study on the alkali halide solid LiF
where evidence was sought for the character of the
exciton state formed when a photon liberates an

electron that remains coupled to the hole [45]. A
controversy had existed for many years as to the
character of this exciton. On the one hand, the electron
may remain localised to the hole on an atomic scale to

form a so-called Frankel exciton or on the other hand
the electron–hole system may be significantly deloca-
lised to form a Wannier exciton. These two cases lead
to very different spatio-temporal behaviour of the

charge density with the shape of the disturbance not
changing significantly in time in the case of a Frankel
exciton. Causality inverted IXS was used to measure

the spatio-temporal behaviour of the charge density.
To do this the scattering of monochromatised 7.6 keV
X-rays from a LiF crystal was measured at the
Advanced Photon Source. The exciton centred

around �14.5 eV was found to give a rather narrow
spectral feature in the scattered energy shift already
supporting the view that the exciton was dominantly of
local character. The inelastic scattering was studied

over an energy shift range from 0 to 100 eV which was
sufficient to determine the temporal evolution to �20
as resolution whilst the momentum transfer was

measured over a range sufficient to achieve 0.5 Å
spatial resolution. The retrieved spatial-temporal struc-
ture of the exciton showed that it did not change shape
with time, thus confirming the Frankel character.

It is pointed out that the results are really from
an average over the whole sample not a single centre.

This property makes the technique amenable to a
system where all inelastic scattering is from the same
atomic site (e.g. H2O is dominated by the water 2s
shell). Extension to other types of system is not
obvious although the authors suggest using standing
wave approaches to further localise to sites of interest.
The method does not require a short pulse light source
but rather relies upon the inversion of scattering data
from quasi-CW X-rays.

3. Electron beam based methods

3.1. Electron diffraction

Electron diffraction phenomena have a long history,
indeed it was by observation of diffraction light
scattering of electrons from metallic samples that the
wavelike nature of the electron was first observed
[46,47]. Electrons scattering from a lattice show strong
diffraction peaks with angular position determined
by the Bragg condition. Electron scattering has been
widely used in many areas of science and typically uses
electron beams with electron energies in the range keV
to 100 keV so the electron wavelength is usually much
shorter than the interatomic spacing. Electrons are also
extensively used for direct imaging, electron micros-
copy, where electron optics are used to carry out the
function of the lenses in an optical system.

An advantage of electrons (compared to X-rays) is
that the electron scattering cross-section is much higher
as it is mediated by the Coulomb interaction with both
electrons and nuclei. Scattering cross-sections for
electrons are typically 4–6 orders of magnitude larger
than for X-rays. Electron diffraction is therefore
superior to X-ray scattering for examining thin speci-
mens due to the larger cross-sections that allow the
study of surface phenomena, the bulk structures of thin
foils and membranes, as well as molecular structures of
gas phase samples. Moreover, the ratio of inelastic to
elastic scattering cross-section for electrons is lower for
electrons than for X-rays and the energy deposited into
the target per elastic collision is therefore lower for
electrons. As a further consequence sample damage
presents a less stringent limit. Because very thin
samples may be used (down to a few nanometres)
any temporal walk-off between electron beam and
optical excitation pulse can be minimised.

The major challenge for UED is to deliver an
acceptable number of electrons in a pulse short enough
to meet the temporal resolution requirements. The
strongest limit is imposed by the initial electron
momentum spread and the Coulomb interaction
between electrons in the pulse (space charge) that
cause significant temporal spreading even if only a few
thousand electrons are present. The main thrust of

Figure 4. Early behaviour of the electron density disturbance
in water arising from a point perturbation (X-ray ionisation).
Reproduced with permission from P. Abbamonte et al.,
Phys. Rev. Lett. 2004, 92, 237401. Copyright (2004) by the
American Physical Society. (The colour version of this figure
is included in the online version of the journal.)
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ultra-fast electron diffraction (UED) research is thus to
limit the temporal spread by careful design of the
electron optics and pulse parameters. An alternative
approach to UED is to accelerate the electrons into the
relativistic range and so to ameliorate the space charge
effect and this has also recently begun to be
investigated.

3.2. Ultra-fast electron pulses: non-relativistic
and relativistic e-beams

A number of recent experiments have demonstrated
time-resolved electron diffraction. For instance Siwick
et al. [4] were recently able to measure the melting of
laser heated Al with atomic resolution using a specially
designed pulsed electron source. Other measurements
of molecular dynamics in the gas phase [48,49] have
also been carried out. Earlier measurements were
hampered by space charge broadening and reducing
the number of electrons in the pulse to reduce that
effect leads to loss of resolution in the scattering signal.

To overcome this Siwick et al. designed an
optimised pulsed electron source starting with simula-
tion of space-charge-induced pulse broadening [50] to
design a photoactivated electron gun that delivered
sub-500 fs electron pulses with sufficient number den-
sities for structure determinations with �100 shots [48].
The apparatus comprised the femtosecond laser-driven
30 keV electron source, a sample positioning system an
external, lens-coupled, CCD camera to image the
diffraction patterns and microchannel plate-phosphor
screen detector all mounted in a high-vacuum cham-
ber. As a result they were able to measure the melting
dynamics in Al initiated by a 120 fs near-infrared
(775 nm) laser pulses, at a 70mJ cm�2 fluence, which

was synchronised to the electron source. Diffraction
patterns with excellent signal-to-noise were obtained
using 150 shots of 600 fs pulses of electrons with� 6000
electrons per pulse. The high quality of the data shown
in Figure 5 is due to both the large elastic scattering
cross-section of electrons and the relatively high
efficiency of detection.

An alternative approach that promises to reach
sub-100 fs temporal resolutions is to rapidly accelerate
the electrons to energies of multiple MeV. The effect of
space-charge repulsion on pulse broadening is greatly
reduced in the laboratory frame due to Lorentz
contraction. Also because the electrons are accelerated
so quickly out of the photocathode, where the space-
charge broadening is usually highest, the effect on
temporal broadening is much reduced. Such a scheme
has been implemented in the SLAC laboratory and the
ultra-short electron beam was used to record the static
structure of an Al film [51]. A single, ultrashort pulse
with 5.4 MeV energy impinged on a 160 nm Al film and
the diffraction was obtained in the single-shot. The
beam pulse duration was 500 fs in these experiments
but pulse compression within the rf gun can counter
temporal broadening effects, and simulations suggest
that a time resolution exceeding 100 fs is possible. A
new facility for time-resolved structure determination
based on relativistic UED is being set up at the UCLA
(Pegasus Project). Conventional UED is performed
with electron pulses in the energy range 20–300 keV
with 104–105 electrons per pulse whereas it is predicted
that relativistic UED will use 3–5 MeV pulses with
107–108 electrons per pulse. The temporal resolution of
conventional UED is �1 ps whereas relativistic UED
should attain5100 fs. Nevertheless, in relativistic UED
the Bragg scattering angle is exceptionally small
(just 0.5mrad for an internuclear separation of 2 Å)

Figure 5. Electron diffraction images of melting of polycrystalline Al (left) with analysed time dependent structure (right).
Reproduced with permission from B.J. Siwick et al., Science 2003, 302, 1382. Copyright (2003) by AAAS. (The colour version of
this figure is included in the online version of the journal.)
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and so a long distance is required between sample and
detector so that this clears the unscattered electron
beam as well as very high electron beam quality.

To reach much faster temporal resolution in the
sub-femtosecond regime from electron diffraction and
microscopy there are a number of proposals based
upon using carefully synthesised laser fields to focus
electrons in space and time via the ponderomotive
force [52,53]. Although these are not yet proven such
methods are very promising. As will be explained later
there is also much current interest in laser induced
electro diffraction as this method has potentially these
attributes also.

4. Laser based techniques

Strictly speaking many of the techniques that are to be
reviewed next; Coulomb explosion, laser induced
electron diffraction, attosecond XUV probes and
HHG probing, are all laser based. Nevertheless, the
latter two have seen so much recent activity that they
will be dealt with in their own separate sections, 5 and
6, respectively.

4.1. Coulomb explosion

Coulomb explosion imaging experiments are based on
the detection of multicharged atomic ions arising when
molecules are exposed to such intense laser pulses that
several electrons are promptly ejected by nonresonant
interactions and molecules undergo rapid bond break-
ing on the repulsive Coulombic potential energy
surface of the highly charged states [54]. At zero-
order approximation these energy surfaces are gov-
erned by the electrostatic Coulomb repulsion of the
multicharged atomic ions which are considered as
point-like charge. As in general the electron emission
can occur over several cycles, the time resolution turns
out to be of the order of the pulse duration and, hence,
to avoid any significant molecular stretching during
multiple ionisation few cycle laser pulses are desirable.
This is particularly true when light molecules are
studied as in for example the work of Legare et al. [55],
in which the authors analysed the explosion of D2O
and SO2 at laser intensities in the range
3–5� 1015W cm�2 with pulse length of 8 and 40 fs,
respectively. The gas density was kept low in order to
be able to have less than one exploded molecule per
laser shot, whereas momentum conservation and the
detection of all the ions in coincidence allowed the
reconstruction of the molecular structure. In Figure 6
we show the reconstruction of D2O obtained by Legare
et al. with a pulse length of 8 fs.

At such short pulse length a similar result was

found also for SO2, whereas at longer pulse length

(40 fs) the effect of the molecular stretching – leading to

the Charge Resonance Enhanced Ionisation [56] –

distorted both the images although for SO2 the effect

was less dramatic because of the higher atomic mass.
Previously, Coulomb explosion was analysed by

applying the covariance mapping introduced by

Frasinski et al. [57]; in this way, the structure of CO2

and SO2 was deduced with pulse duration of 150 and

50 fs, respectively (see [56] and references therein). The

major limit to the fidelity of the images achieved

through Coulomb explosion is the dependence of

atomic and molecular ionisation potential on the

nuclear coordinates which leads to a distortion of the

measured probability density describing the nuclear

wavefunction unless the ionisation is not saturated.

Thus, laser Coulomb explosion imaging is less suitable

for measuring stationary state molecular structures

than spectroscopic or thin foil techniques [58].

However, laser Coulomb explosion imaging can be a

formidable tool to follow structural changes during

photochemical reactions in view of the natural imple-

mentation of a pump–probe approach. Hishikawa

et al. have demonstrated the visualisation of ultrafast

hydrogen migration in deuterated acetylene dication

(C2D
2þ
2 ) by employing the pump–probe Coulomb

explosion imaging with sub-10 fs intense laser pulses

(9 fs, 0.3� 1015W cm�2, 800 nm) according to the

scheme depicted in Figure 7(a) [59].
The angle �12 between the momenta of the resultant

Dþ and Cþ fragment ions, p1(D
þ) and p2(C

þ), is

expected to be small due to its linear geometry,

whereas large �12 values should be observed when the

hydrogen migration proceeds towards the vinylidene

configuration (see Figure 7(b)). In order to see how the

location of the migrating deuterium is mapped to

the momentum angle �12, the authors simulated the

Figure 6. Structure of D2O using the 4þ charge states
D2O4þ

!Dþ þ(O2)
þþ
þDþ. The centre of mass is at x¼ 0,

y¼ 0, and the y axis is the bisector of the angle. Reproduced
with permission from F. Légaré et al. Phys. Rev. A 2005, 71,
013415. Copyright (2005) by the American Physical Society.
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three-body Coulomb explosion by numerically solving

the classical equation of motion, in which each

fragment ion is treated as a point charge. The results

obtained at different positions (r,	) of D in the

molecular frame are shown in Figure 7(b). The

acetylene (	¼ 0�) and vinylidene (	� 140�) configura-

tions lead to the Coulomb explosion with different

momentum angles, �12¼ 0� and 130�, respectively.

These values are insensitive to the radial coordinate

r, showing that a slight increase in the C–D bond

length that may occur in the sub-10 fs probing process

[55] causes little effect on the q12 distribution. Thus,

from the temporal evolution of the momenta of the

fragment ions produced by the three-body explosion,

C2D
3þ
2 !DþþCþþCDþ, it is shown that the migra-

tion proceeds in a recurrent manner: the deuterium

atom first shifts from one carbon site to the other in a

short time scale (� 90 fs) and then migrates back to the

original carbon site by 280 fs, in competition with the

molecular dissociation.

4.2. Laser recollision electron diffraction

Electron diffraction is one of the most effective
techniques for analysing the structure and dynamics
of molecules due to the large scattering cross-section
between electrons and atoms. At a time resolution level
of several hundreds of femtoseconds a successful
strategy adopted to trace the temporal changes in the
nuclear structure of molecules is the so-called Ultrafast
Electron Diffraction dealt with in Section 3 [60], in
which ultrashort electron pulses are generated by
illuminating a photocathode with a weak laser pulse
and accelerated by a static voltage to energies of a few
tens of keV. Ultrafast electron diffraction experiments
have been performed with picosecond resolution for
gas phase experiments [48,61] and (hundreds) femto-
second resolution in solid-state experiments [4,62].
Although attempts are made to increase the time
resolution [52,63] space-charge broadening still limits
the time resolution of this technique to a few hundred
femtoseconds.

Figure 7. (a) Pump–probe Coulomb explosion imaging employed in [59]. The pump pulse creates C2D
2þ
2 and triggers the

hydrogen migration. The instantaneous location of migrating deuterium atoms is determined from the momenta of fragment
ions, Dþ, Cþ, and CDþ, ejected in the Coulomb explosion of C2D

3þ
2 induced by the probe pulse. (b) Momentum angle �12 as a

function of the polar angle 	 obtained by the classical simulation of three-body Coulomb explosion (red line) for the structural
parameters, r¼ 1.8 Å and R¼ 1.34 Å, that correspond to the geometry of acetylene dication in the ground state. Results obtained
for other radial distances (grey lines), r¼ 1.4, 1.6, 2.0, and 2.5 Å (from top to bottom), show that the vinylidene configuration
(	¼ 140�) corresponds to the momentum angle of �12� 130�, irrespective of the radial distance. Reproduced with permission
from A. Hishikawa et al. Phys. Rev. Lett. 2007, 99, 258302. Copyright (2007) by the American Physical Society. (The colour
version of this figure is included in the online version of the journal.)
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Such a limit can be overcome by the so-called laser
induced electron diffraction (LIED) proposed in 1996
[64]. In this approach the molecule serves as its own
photocathode, whereas the laser provides the acceler-
ating field. This situation produces extremely high
current densities and attosecond timing [65]. The first
experimental observation of LIED is reported in [10]
and the principle of the technique is depicted in Figure 8.
Electrons escape from the molecule with a momentum
distribution determined by the Highest Occupied
Molecular Orbital filtered by the suppressed binding
potential (top part of Figure 8). Almost half of them
are created before the electric field reaches its
maximum (absolute) value and then depart directly
and irrevocably from its parent ion. Those freed, just
after the field peaks, when the absolute value of the
field is decreasing, do return to the ion where they
can elastically scatter (diffract), inelastically scatter, or
recombine to (interfere with) the orbital from which it
was extracted thus producing High Order Harmonic
Generation. Elastic and inelastic scattering occur at
the molecular ion. Inelastic rescattering can cause
multiple ionisation and subsequently lead to Coulomb
explosion of small molecules. The molecular structure
can then be inferred from the momentum vectors of
the correlated ionic fragments. Elastic scattering is
also sensitive to the molecular structure through the
diffracting electron wave packet, making this imaging
technique scaleable to more complex molecules.

For electron diffraction to be observable, the
de Broglie wavelength of the electron needs to be
on the order of the dimensions of the molecule.
Electrons that are accelerated in the laser field and
recollide with the parent molecule can easily reach
more than 100 eV (corresponding to a momentum of
2.7 au) thus making possible the access to bond
length of �1 Å [1.9 atomic units (au)].

Recently this technique was demonstrated with
electrons produced from aligned O2 and N2 [10],
resolving their three-dimensional (3D) momentum
distribution with the cold target recoil ion momentum
spectroscopy (COLTRIMS) [66].

5. Attosecond XUV probes

5.1. Single attosecond pulses and train of attoseconds

The main route to generate attosecond radiation pulses
is presently based on High-Harmonic Generation
(HHG) in gases by means of ultra-intense femtosecond
laser pulses [67,68]. The generation mechanism sets the
spectral window of attosecond pulses in the XUV
range.

Attosecond pulses by means of HHG have been
obtained either as a periodic sequence of several pulses,
separated by half the fundamental optical cycle in time
from each other, named Attosecond Pulse Trains
(APTs), or as a Single Attosecond Pulse (SAP) per
each laser shot. APTs are obtained from multi-cycle
fundamental pulses (see [69] for a recent and full
experimental characterisation), whereas SAPs have
been mostly generated by using few-cycle, Carrier-
Envelope-Phase (CEP) stabilised laser pulses (see
[70,71] for recent reviews).

When using APTs for attosecond control and
metrology one has to make sure that the sub-cycle
electron–light interaction is repeated over several
oscillation cycles under precisely the same conditions,
due to the temporal structure of the APT signal, shown
in Figure 9.

Multi-cycle attosecond metrology basically relies
on the idea that a well-known multi-cycle light wave
triggers periodically repeated electron recollisions or,
in a complementary vision, periodically repeated elec-
tron recollisions induce the emission of sub-fs photon
pulse trains. One of the two correlated processes acts as
a clock for the other, as first demonstrated in [65,72]
for a diatomic molecule. To ensure that both the above
processes unfold in the same way in each wave cycle,
one would ideally use a light pulse with constant
amplitude, namely having a flat-top intensity profile.
Nevertheless, real multi-cycle drivers have bell-shaped
envelopes. This implies often a non-negligible variation
of the burst parameters across the APT. As a

Figure 8. (Top) Tunnelling creates a filtered projection of
the molecular orbital. Approximately half of the electron
wave packet escapes directly to the detector. (Bottom)
Remaining portion is driven back to the parent ion. Here,
the central portion of the recolliding wave packet is shown
diffracting from the molecule. The outer portions of the wave
packet (not shown) weakly interact with the ion potential.
The relative strength of each component depends on the
filtered projection of the molecular orbital and therefore on
molecular alignment. Reproduced with permission from
M. Meckel et al. Science 2008, 320, 1478. Copyright (2008)
by AAAS. (The colour version of this figure is included in the
online version of the journal.)
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consequence, even simple processes triggered by APTs

can result in complicated temporal profiles, which

makes high demand on the signal-to-noise ratio to be

properly retrieved (see for instance [73,74] of the

quoted list).
These problems can be overcome by using few-cycle

attosecond technology, which is based on light waves

consisting of well-distinguishable oscillation cycles

with well-controlled temporal evolution. This permits

triggering of a microscopic process within any selected

wave cycle with sub-cycle temporal resolution, and

leads to the generation of a single attosecond pulse per

laser pulse.
When using few-cycle pulses to probe and drive the

electron–light interaction CEP control cannot be

discarded anymore. In fact, the response of electrons

to such short light pulses is strongly dependent on the

CEP value [75]. Control of the CEP of few-cycle laser

sources, while commercially available nowadays for a

few laser oscillators, it is still not trivial for amplified

systems and implies a non-negligible effort even for the

most advanced laser laboratories all over the world

[76–78]. A first experimental demonstration of SAP

generation is found in [78], using a 5 fs, CEP-stabilised

Titanium–Sapphire laser source. By filtering the

highest-order harmonic emission with a XUV band-

pass filter, and selecting a CEP equal to zero, the

authors could generate a SAP, with an estimated

duration of �250 as, spectrally centred around 90 eV

(see Figure 10). The spectral counterpart of a SAP

temporal structure is reported in Figure 10(a) where,

for a cosine wave, a smooth spectrum appears in the

harmonic cut-off region, indicating the emission of a

single pulse with a sub-fs potential duration. This

single emission event has a spectrum corresponding to

the highest-order harmonic region. In Figure 10(b), for

a sine-like wave-form there exist two peaks of the

electric field with equal amplitude. As a consequence, a

modulation appears in the spectrum as a result of the

interference between the two coherent radiation bursts

emitted half a cycle apart.
A disadvantage of the above technique is repre-

sented by the constraint to filter out only the highest-

order harmonic region of the spectrum. This is dictated

by the need to select those harmonics which are

generated by no more than one or two electron

recollions in order to end up with a SAP. As a

consequence SAPs result, in this case, to be spectrally

Figure 9. (a) Interference trace of the APT generated from Ar gas (top row) and a magnified view (bottom row). Cross markers
correspond to the sampling points of scanned delay. (b) Magnitude of the Fourier transform of the APT interferometric trace,
where the intensity has been arbitrarily normalised. Inset: observed intensity distribution in the XUV spectrograph. Reproduced
with permission from Y. Nabekawa et al. Phys. Rev. Lett. 2009, 102, 213904. Copyright (2009) by the American Physical Society.
(The colour version of this figure is included in the online version of the journal.)
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located in the 80–100 eV region, which is quite deep

XUV and more suitable to study inner core electron

rather than valence electron dynamics. Moreover, the

number of XUV photons constituting the SAP is lower

than it could be if one were able to generate SAPs

from the plateau harmonics that typically fall in the

25–45 eV region of the spectrum.
For few-cycle, CEP-stabilised laser sources the

polarisation gating method has been successfully

implemented to give SAPs in the 250–300 as range,

spectrally centred around 30–35 eV when using Ar as a

nonlinear medium [79]. These SAPs have been fully

characterised [80] by using a cross-correlation experi-

mental technique which has a strong analogy with the

streak-camera approach, but used to characterise

pulses in the �100 as duration range. The basic idea

of the cross-correlation measurements is the following:

the SAP under investigation ionises a gas, by single

photon absorption, thus producing an attosecond

electron pulse which, in the absence of any gas

resonance, is a replica of the optical pulse. This

occurs in the presence of a streaking IR pulse, whose

electric field behaves as an ultrafast phase modulator

on the generated electron current. The evolution of the

photo-ionisation spectra as a function of the delay, 
d,
between attosecond and IR pulses, allows one to

retrieve the temporal intensity profile and phase of the

XUV pulse and the electric field of the IR pulse. This

technique has been called frequency-resolved optical

gating for complete reconstruction of attosecond

bursts (FROG CRAB) [81], just as it is conceptually

and numerically analogous to characterise an optical

pulse with the FROG technique in the femtosecond

time scale. In Figure 11(a) photoelectron energy

spectra as a function of 
d are reported as obtained
in [80]. In that case Ar was used as a nonlinear medium

Figure 10. Measured HHG spectra with a few-cycle NIR pulse (5 fs, 750 nm) with (a) cosine-shaped and (b) sine-shaped wave-
forms [78] corresponding to CEP¼0 and CEP¼�/2, respectively. Reproduced with permission from F. Krausz and M. Ivanov,
Rev. Mod. Phys. 2009, 81, 163–234. Copyright (2009) by the American Physical Society. (The colour version of this figure is
included in the online version of the journal.)
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whereas the driving field was delivered by a 5 fs CEP-
stabilised Titanium–Sapphire system. The electron
energy, modulated in time with the IR pulse period, is
centred at approximately 20 eV which implies a XUV
spectral centre at �35 eV, given by adding the Ar
ionisation potential to 20 eV. Figure 11(b) shows
the result of the FROG CRAB retrieval applied to the
measurement displayed in (a). After removal of the
harmonic intrinsic positive chirp [82] by means of a
100 nm thick aluminium foil, which provides the
necessary negative group delay dispersion to

compensate the initial XUV positive chirp, the SAP
duration is measured to be 130 as (FWHM of the
intensity). This duration implies a XUV electric field
structure as reported in Figure 11(c) for two different
CEP values, which shows a good stability of the
generated SAP against the CEP fluctuations. Due to
the longer carrier wavelength of this SAP as com-
pared to that obtained at �95 eV, the electric field
envelope just contains about 1.2 cycles, thus consti-
tuting the first few-cycle XUV-pulse to date.

Very recently the 100 as barrier has been broken.
Using waveform-controlled sub-1.5-cycle NIR laser
pulses and chirped XUV multi-layers for spectral
filtering and dispersion control [83–85], SAPs as
short as �80 as at �85 eV photon energy have been
demonstrated [86]. The photon flux of these SAPs has
been estimated in the range of �1011 photons s�1,
allowing for time-resolved measurements of electron
processes with a resolution approaching the atomic
unit of time (�24 as).

Attosecond pulses have been so far demonstrated
by means of high-order harmonic generation in gases,
although such technique manifests a number of draw-
backs that limit energy, duration, and the shortest
possible wavelength centre of gravity of the generated
pulses. These limitations arise from the fact that, using
fundamental pulse intensities higher than the gas target
saturation intensity, about all the atoms of the gas
medium are ionised: this prevents efficient high-order
harmonic generation from taking place since the time
when the saturation intensity is reached. Moreover,
when using CEP-stabilised few-cycle driving pulses,
typically exploited for single attosecond pulse genera-
tion limitation, another severe constraint comes into
play consisting of the relatively low driving pulse
energy available so far, which limits the attosecond
pulse energy to the sub-nJ energy range [79,86].
Numerous applications, based on nonlinear medium
response in the XUV, such as nonlinear spectroscopy
for instance, which typically require high spectral
brightness, fall out of reach just considering high-
order harmonic generation in gases. Quasi-phase-
matching techniques have been implemented to
increase the harmonic yield, based on generation in
filled in capillaries [87] or in long media with mixed
gaseous species at low pressure [88], but they have not
been demonstrated for isolated attosecond pulses and,
additionally, they are often effective for specific
spectral windows, which can limit the bandwidth of
the generated pulses and produce longer attosecond
pulses.

High-order harmonic generation in laser-produced
plasmas from solid targets can be a way to overcome
the above limitations: intense laser pulses focused on
solid surfaces lead to the formation of a hot plasma

Figure 11. (a) Complete experimental CRAB trace measured
as a function of the temporal delay between the attosecond
and IR pulses. (b) Retrieval of temporal intensity profile and
phase of SAPs obtained from the CRAB trace shown in (a).
(c) Retrieved electric field of the SAP shown in (b) for two
different values of the CEP of the driving field. Reproduced
with permission from G. Sansone et al. Science 2006, 314,
443. Copyright (2006) by AAAS. (The colour version of this
figure is included in the online version of the journal.)
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that can act as an efficient nonlinear medium for high
harmonic generation. Two different physical mecha-
nisms have been invoked to explain high harmonic
generation in this case, depending on the driving field
peak intensity: coherent wake emission [89] and oscil-
lation of the plasma surface at relativistic velocities
[90]. However, since harmonic emission occurs in the
laser-induced plasma, saturation of the medium
ionisation is no longer a limitation, but a necessary
prerequisite for the process to take place.

In the relativistic regime, in particular, where the
generation of intense attosecond pulses in the deep
XUV spectral domain is expected, harmonics from a
solid target are emitted by a surface basically made of
electrons freed by the leading edge of an extremely
intense laser pulse, which can oscillate around an
immovable ion background. Under such a condition,
the interplay between the Lorentz force,
FLorentz / v� B / IL�

2
L sinð2!LtÞ, �L and !L being the

laser pulse carrier wavelength and frequency, respec-
tively, which tends to move the electrons parallel to the
laser polarisation direction, and the restoring force due
to the electrostatic field induced by charge separation,
leads to an oscillatory motion of the electron surface
which determines harmonic emission. The expected
harmonic conversion efficiency reaches a few percent
in the �10 nm spectral region, which is a much higher
value compared to that obtain in gases typically limited
to 10�4–10�5 in the plateau and 10�7–10�8 in the cut-
off region.

Recent works [91,92], however, have pointed out
that a physical mechanism, other than that invoked in
the oscillating mirror model, could be responsible for
harmonic generation from solids in the relativistic
regime. This theory has been named the relativistic
�-spikes model as it has been demonstrated that for
most of the time of interaction between plasma and
laser pulse, the relativistic � parameter of the plasma
mirror is close to one, except for a very short time
window when the electrons move perpendicularly to
the plasma surface and, in correspondence, � presents
a sharp spike, reaching its highest possible value
�max ¼ ð1þ a2LÞ

1=2, aL being the laser pulse amplitude.
This theory predicts that harmonic generation and
attosecond bunching of the reflected radiation take
place just at the �-spike time. Interestingly, the
oscillating mirror model and the �-spike theory predict
a different �max-scaling power law for the maximum
frequency, !max, of the emitted harmonic spectra:

!max /
4�2max!L oscillating mirror,

!L	
1=2�3max �-spikes,

(
ð2Þ

	 being a numerical factor of the order of unity [91].
An experimental test concerning harmonic generation

from solids in the relativistic regime has been carried
out at the Rutherford Appleton Laboratories using the
Vulcan Petawatt laser which delivers up to 600 J, 500 fs
pulses for a highest achievable intensity of 1021Wcm�2

[93].Harmonics up to 1.2 nm corresponding to the 850th
order of the fundamental at 1054 nm were observed
with harmonic pulse energies in the 0.07–0.7mJ range
at 4 nm and 0.2–20 mJ range at 17 nm. One year later
the same group reported [94] the generation of the
3200th order, corresponding to 3.8 keV of the funda-
mental frequency from a CH target and studied the
dependence of the harmonic spectrum cut-off on
�max, finding out that experiments confirm the valid-
ity of the �-spike rather than the oscillating mirror
theory in the investigated regime of the � parameter.

It is worth mentioning here that, in order to achieve
the highest possible harmonic conversion efficiency it
turns out that the plasma formation needs to be nearly
completely suppressed until a few picoseconds before
the main laser pulse. At intensities of the order of
�1020Wcm�2 or even higher this condition implies
a pulse contrast, peak over background level, of
1010–1011 which, even though not a trivial task, has
been recently obtained by using the plasma mirror
technique.

5.2. Electronic motion in atoms

Electron excitations in atoms and molecules and
consequent multi-electron processes are extremely
fast, their dynamics typically ranging from tens of
attoseconds to tens of femtoseconds. Direct time-
domain access promises to shed light and give a deeper
insight into these processes, especially core excitations,
and to possibly suggest ways to control and affect
them. As a possible near-future application, for
instance, the research to develop and realise efficient
and compact XUV and X-ray laser sources may
strongly benefits from the investigation of the above
processes with attosecond resolution. There are now-
adays a considerable number of interesting applica-
tions of attosecond pulses to the study of the electronic
motion in atoms such as, for example, triggering core-
level excitation with consequent intra-atomic and
molecular processes, including shake-up of one or
more electrons and a number of possible decay
phenomena, such as Auger, Coster–Kronig, or cas-
caded. Updated and exhaustive reviews on these
studies are present in the literature [70,71]. Here we
just report two recent examples of experiment which
resolves the electronic motion in atoms based on the
use of SAPs, the former, and of APTs, the latter. In the
former experiment [16] the authors investigated the
electronic motion in neon atoms on the attosecond
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time-scale giving insight into the nonadiabatic tunnel-

ling ionisation process.
The study performed by Uiberacker et al. is a good

example of application of the attosecond tunnelling

spectroscopy (ATS), where electrons shaken up to the

valence band are released from negative-energy

(bound) states by tunnel ionisation. ATS is based on

counting ions of different charge states: as a first step

a core electron is ejected by a sub-fs XUV pulse.

A couple of very basic physical questions then arise:

(i) how does the shake-up occur? (ii) is it instantaneous

(as currently believed) or possibly delayed?
Theory [95,96] (see also [97] for a review of strong-

field ionisation) predicts that both in the conventional

tunnelling regime, where the ponderomotive potential,

Up, of the driving field can provide an energy much

larger than that required to overcome the atomic

potential barrier, Wb, and in the intermediate regime

where Wb� Ip, ionisation and consequent release of

electrons with binding energies of Wb� 10 eV, by

intense multi-cycle NIR and IR pulses, occurs via

nonadiabatic tunnelling. In this process ionisation is

substantially confined within small fractions of the half

oscillation cycles near the wave crest of the field. A

proof-of-principle ATS experiment [16] corroborated

this prediction (see Figure 12).

A 250 as 95 eV pump pulse ionises a valence

electron from a neon atom. The excess photon energy

triggers shake-up, promoting an electron to an excited

state in the valence band. A time-delayed 5 fs 750 nm

waveform-controlled pulse probes the transient popu-

lation of the shake-up states by field ionisation,

resulting in doubly charged neon ions, Ne2þ. The

steplike increase in Ne2þ yield with steps approxi-

mately separated by half the laser period provides

evidence for optical field ionisation responsible for the

depletion of excited valence states, in agreement with

the theory developed in [95]. Shake-up and tunnelling

occur within even less than �400 as, as the inset shows

with good reproducibility from different measure-

ments. With recently improved sources such as sub-

1–5-cycle NIR waveforms [98] and sub-100 as XUV

pulses [86], details of shake-up and nonadiabatic

tunnelling dynamics are expected to be further

clarified.
In the latter example, reported here below, the

authors realise a quantum stroboscope based on an

APT used to release atomic electrons in the presence of

a strong IR laser field linearly polarised [99]. This is a

very basic application of APTs to directly imaging

coherent electron rescattering that takes place when the

IR field is sufficiently intense to reverse the initial

Figure 12. Attosecond real-time observation of light-field induced nonadiabatic electron tunnelling. (a) Principle of the
measurement. (b) Ne2þ ion yield versus time delay between the 250 as XUV pump pulse and the 5 fs NIR probe pulse. The inset
zooms into the central sub-cycle ionisation step, plotting data (dots, squares, triangles) obtained from different measurements.
Reproduced with permission from M. Uiberacker et al. Nature 2007, 446, 637. Copyright (2007) by Nature Publishing Group.
(The colour version of this figure is included in the online version of the journal.)
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direction of the electron motion, causing it to rescatter

from its parent ion.
When neglecting the influence of the atomic

potential [100], the momentum of an electron created

at time t0, viewed as a function of time, t, reads as [99]:

pðt, t0Þ ¼
eE0

!
cosð!t0Þŷ� cosð!tÞŷþ �û½ �, ð3Þ

where e is the electron charge, E0 and ! are the IR

field amplitude and carrier frequency, respectively,

�¼ [(Exuv� Ip)/2Up]
1/2, Exuv and Ip being the XUV

photon energy and atomic ionisation potential, respec-

tively, Up ¼ e2E2
0=4m!

2 the quiver energy of the

released electron of mass m in the IR pulse, ŷ and û

are the IR field polarisation and initial direction of the

outgoing electron, respectively. Thus, it is seen that

Equation (3), which describes the wiggling motion of

the electron into the IR field, is made up of two

contributions to the electron momentum, the former

due to the IR field which depends on t and t0, the latter

representing the initial momentum of the outgoing

electron released by photo-absorption from APT.

In the end, the authors map the final (drift)

momentum:

pf ðt0Þ ¼
eE0

!
cosð!t0Þŷþ �û½ �, ð4Þ

which is obtained from Equation (3) by just switching

off the IR field at later times. In order to observe

coherent scattering, the electron, once released, must

pass the ion core at least once. It is then seen from

Equation (4) that the final momentum can be zero or

opposite to the initial momentum, for certain delays, if

ŷkû and � 	 1.
The principle of the quantum stroboscope is

illustrated in Figure 13 together with some of the

experimental results. An APT, constituted by a

sequence of identical attosecond pulses, is used to

release electrons in the presence of an IR laser field

exactly once per laser cycle. The generated electron

wave packets (EWPs) disperse as they fly towards

the detector where their momentum distribution is

recorded. Consecutive EWPs will therefore overlap

and interfere. Since the impulse imparted to the

electron by the IR field depends on the ionisation

time [101–103], each phase of the oscillating laser field

Figure 13. (a)–(b) Principle of the quantum stroboscope. An APT ionises the target atom once per cycle of an IR laser field.
When the EWPs are created at the maxima of the IR electric field (a), the net transfer of the momentum is zero and resulting
momentum distribution is symmetrical relative to the plane orthogonal to the laser polarisation. When the EWPs instead are
created at the zero-crossings of the IR electric field (b) the momentum distribution is shifted by the field along the laser
polarisation direction. (c) Experimental results obtained in argon at four different delay values: from left to right the images
correspond to the XUV-IR delays t0¼ 0, �/2!, �/!, 3�/2! for an IR intensity of 5� 1012Wcm�2. Reproduced with permission
from J. Mauritsson et al. Phys. Rev. Lett. 2008, 100, 073003. Copyright (2008) by the American Physical Society. (The colour
version of this figure is included in the online version of the journal.)

Journal of Modern Optics 19

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
I
m
p
e
r
i
a
l
 
C
o
l
l
e
g
e
 
L
o
n
d
o
n
]
 
A
t
:
 
1
5
:
4
5
 
1
6
 
J
u
n
e
 
2
0
1
0



gives rise to a unique final momentum distribution.
When the attosecond pulse periodicity matches the IR
optical cycle, the created EWPs are affected identically
by the IR field, with the result that the dynamics of
individual events can be studied stroboscopically. In
contrast, if ionisation occurs over the whole IR cycle,
or even at as few as two times during the cycle, the
resulting momentum distribution will be smeared out
and show interference fringes that depend on the
different ionisation times. The quantum stroboscope
shares two important features with a conventional
stroboscope and essentially exploits in its essence the
temporal structure of APTs rather than that of SAP
signals. First, it is possible to freeze the periodically
varying momentum distribution at a single phase of the
IR field, and capture the full time-dependent distribu-
tion by varying the XUV-IR delay. Second, by
repeating the process periodically, the measured
signal is stronger than what one would measure with
a single pulse. In the quantum stroboscope, the signal
is further enhanced due to the coherence of the process,
in that a train of N pulses yields fringes that are N2

times brighter than the signal originating from a single
pulse of the sequence, though the essential requirement
is to have N identical pulses, which is not always the
case in practice. The quantum stroboscope technique
may in principle provide a complementary approach to
the use of SAPs, in particular, suitable for experiments
where a high signal-to-noise ratio is required.

5.3. Electronic motion in molecules

The extension of APTs and SAPs to ultrafast imaging
of small molecules (as treated in Section 5.2 of this
review) is obvious but here we concentrate on possible
applications to larger systems such as bio-molecules. In
particular, we will dedicate a few notes on the charge
migration process in bio-molecules which interconnects
two fields that have been thought to be far apart from
each other until now, i.e. attosecond science and
dynamics in bio-systems.

Charge migration in bio-molecules is a particularly
exciting process, as recent studies [104–109] suggested
that its dynamics should range from a few femtosec-
onds to tens of attoseconds, thus unexpectedly linking
the physics at the sub-fs time-scale, which is typically
concerned with simple systems such as atoms or simple
molecules, to processes that govern the evolution of
complex systems such as proteins, nucleic acids, and
their constituents.

Charge transfer is a crucial process in nature,
playing a fundamental role in several chemical, bio-
logical, and physical processes. Photosynthesis is an
obvious example of a chemical change triggered by an

ultra-fast electronic event but there are many other
such reactions which involve proteins. As demon-
strated in [104,106,109] purely electronic effects are
essential to drive charge transfer, preceding any sort of
nuclear rearrangement in the bio-molecule. In such a
case the charge transfer process is referred to as charge
migration. This ultrafast charge dynamics is typically
triggered by sudden removal of one electron from a
neutral molecule which gives rise to a non-stationary
electronic state whose evolution is strongly affected by
electron correlations. Following localised and prompt
ionisation charge migration has been investigated in a
number of electronic systems [105,107] by calculating
the spatio-temporal evolution of the hole density
generated by the initial excitation. The hole density is
defined as the difference between the electron density
of the neutral and that of the cation:

Qðr, tÞ ¼ C0j�̂ðr, tÞjC0

� �
� Fij�̂ðr, tÞjFi

� �
¼ �0ðrÞ � �iðr, tÞ, ð5Þ

where jC0i is the ground state of the neutral, jFii the
non-stationary state generated by the sudden excita-
tion, �̂ is the density matrix operator, �0(r) and �i(r, t)
are the electron densities in the ground and non-
stationary state, respectively. Equation (5) can be
recast as:

Qðr, tÞ ¼ �0ðrÞ � �iðr, 0Þ þ D�ðr, tÞ, ð6Þ

where the first two terms are time-independent and
describe the density of the initially created hole Q(r, 0),
whereas the last term, time-dependent, describes
charge migration driven by electron correlations. A
number of methods have been developed to follow the
temporal evolution of D�(r, t), from time-dependent
perturbation theory [105] to ab initio calculations,
where a large number of eigenstates and eigenenergies
of the ion created by the removal of an electron are
evaluated [108]. As an example of the obtained results
Figure 14 shows the calculated hole occupation as a
function of time for an atom (Kr), a small molecule
(CO2), and for a complex molecule (N-methyl acet-
amide CH3–CO–NH–CH3). Despite the great differ-
ence in the nature of the investigated systems the hole
occupation monotonously decreases, quickly in time,
up to 50 as in all cases. After that time a different
charge migration mechanism sets in with characteris-
tics specific for each system. However, the computed
evolution is extremely fast in all cases, exhibiting its
features on the few-hundred-attosecond time-scale:
pump–probe measurements with attosecond resolution
have been proposed to investigate such ultrafast
relaxation dynamics. Another very illuminating study
concerns charge migration in complex real bio-
molecules such as the Tryptophan terminated
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tetrapeptide Trp–Leu–Leu–Leu, Trp and Leu denoting

the amino acids Tryptophan and Leucine, respectively

[109]. In this case a hole generated by sudden

ionisation of the highest-occupied molecular orbital

(HOMO) of the tetrapeptide, localised on the Trp end

which is likely ionised being an aromatic amino acid,

is expected to migrate to the other end of the bio-
molecule in about 750 as, as reported in Figure 14(a).

Interestingly it is found that the photoelectron

energy spectra, calculated for a 250 as 95 eV ionising

probe pulse in the present case, are strongly time-

dependent. This is is shown in Figure 14(b) and is due

to the manner in which contributions of different

orbitals of the cation to the photoelectron spectrum

varies with time. As a consequence, the kinetic energy
distribution of the photo-electron will swing with time,

following the temporal variation in the weights of the

different orbitals of the cation in the non-stationary

state that is pumped by sudden ionisation [110]. Thus,

by monitoring photo-electron energy spectra with a

pump–probe scheme, for example, where the probe

could be a well characterised few-cycle CEP-stabilised

IR pulse, one could charge migration dynamics with
attosecond resolution. From the purely experimental

point of view, these theories have been indirectly

corroborated by the seminal experiments reported in

[111,112] where charge transfer in peptide cations has

been investigated, demonstrating that the peptide ions

dissociate at a site far away from the initial ionisation

site, though the time-scale of the process has not been

experimentally determined yet.

Recently a very exciting result has been obtained

concerning the electron delocalisation time in genomic

DNA periodic backbones [113]. Based on a powerful

but indirect technique, the so-called core-hole clock

method [114], this time is estimated to be� 740 as. The

experiment reported in [113] makes use of Resonant

Auger Spectroscopy (RAS) which makes possible to
monitor delocalisation of an initially-localised core-

excited state around the absorption atom. An X-ray

source with energies between 2150 and 2160 eV (at the

High Energy Accelerator Research Organisation –

Tsuskuba, Japan), excited the P 1s core electron of the

DNA sample to an empty orbital of the DNA backbone

(see Figure 15(a)). Two competing decay channels

follow such excitation, associated with core-hole decay
and core-excited resonant electron delocalisation,

respectively, giving rise to two distinct types of RAS

spectra: the former decay path is characterised by a

main Auger emission peak at about 1857 eVwhereas the

latter path exhibits the corresponding Auger emission

peak at about 1852 eV. In the core-hole decay (see

Figure 15(b)) the excited electron remains sufficiently

long to be localised in the proximity of the core-hole site
and the final state is represented by two holes with one

electron (2h1e), process known as ‘spectator Auger

decay’. When the excited electron delocalises to the

conduction band prior to the core-hole decay (see

Figure 15(c)) the decay process results in a final state of

two holes (2h), known as ‘normal Auger decay’.
For the case in which the time scale of delocalisa-

tion is comparable to the core-hole decay, both the

Figure 14. Computed ultrafast positive charge migration in a tryptophan-terminated tetrapeptide [109]. (a) The hole density,
represented in red, indicates that the charge migrates across the whole peptide from the aromatic amino acid to the N end on the
right within less than one femtosecond. The excitation dynamics of the electron wavepacket follows an attosecond time-scale. (b)
Series of photoelectron energy spectra calculated for a 250 as 95 eV probe pulse, time-delayed with respect to the sudden
ionisation of the biomolecule. Reproduced with permission from F. Remacle and R.D. Levine, Z. Phys. Chem. 2007, 221, 647.
Copyright (2007) by Oldenbourg Wissenschaftsverlag. (The colour version of this figure is included in the online version of the
journal.)
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spectator and the normal Auger are visible. By
quantifying the intensity ratio of the two Auger
emissions one can retrieve the electron-delocalisation
time, based on the core-hole clock, in which the core
hole acts as a fast internal clock, its lifetime ranging
from femtoseconds down to attoseconds [115].

It is clear, then, that from experiments such as the

one reported above, the consequences of which might

be enormously important to many areas of science, a

strong demand arises for a new generation of

attosecond light sources, able to join sub-femtosecond
pulse duration and wide tuneability in the X-ray

domain. Such sources could allow the investigation

of the above processes directly in the time domain with

no need of complicated retrieval procedures, likely
providing a much better temporal resolution. From

this point of view recent advances performed in

designing and setting up the latest generation of

ultrashort XFELs look very promising as sub-fs

durations of widely tuneable pulses are expected still
carrying a remarkable number of photons [116,117].

5.4. Electron dynamics in solids and surfaces

Over the last five years attosecond science has been

applied to solid state and surface physics. Amongst
these various applications we shall mention here two

very interesting experiments concerning (i) the use of

attosecond spectroscopy to observe the electronic

charge transport in a tungsten crystal [17] and (ii) the

proposed measurement of collective electron oscilla-
tions in nanostructures with attosecond temporal

resolution and nanometre-scale spatial resolution in a

surface nanoplasmon [118]. We also remind the readers

the review paper [119] for recent advances in VUV
photoelectron spectroscopy of ultrafast surface

processes.
As for the first application to a crystal material [17],

it follows the first observation of the laser-assisted

photoelectric effect from a solid [120]. With reference
to Figure 16(a), where the experimental layout is

drawn, photoelectrons are liberated in a tungsten

crystal by a 300 as 95 eV SAP in the presence of a

5 fs 750 nm waveform-controlled pulse. Both pulses,
p-polarised, impinge at grazing incidence on the

sample. Figures 16(b) and (c) represent the unper-

turbed XUV-induced photoelectron energy spectrum

and the corresponding streaking spectrogram, respec-

tively. Core-level electron emission from the 4f level,
around 55 eV, and valence-band electron from the

Fermi edge, around 90 eV, are clearly visible. In

particular, the energy spectrum is modulated with the

NIR field period as a function of the delay between the
two pulses (Figure 16(c)). Both the delocalised

conduction-band electrons released from states near

the Fermi edge and the localised core electrons

originating from the 4f state are found to have a sub-

fs emission time. In Figure 16(d ) the centre-of-mass
energy shift of the recorded streaked spectra reveal

Figure 15. (X-ray Absorption Spectroscopy)–(Resonant
Auger Spectrocopy) scheme used to retrieve the electron
delocalisation time in genomic DNA periodic bones [113].
(a) Phosphorus 1s core electron excitation into an unoccu-
pied state of the conduction band. (b) Spectator Auger final
state (2h1e) caused by localisation of the excited electron to
the core-hole site. (c) Normal Auger final state (2h) caused by
delocalisation of the excited electron to the conduction band
coupling to the continuum.
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a� 110 as delay in the emission of core electrons with
respect to the emission of conduction band electrons.

The second application [118] proposes an attose-
cond nanoplasmonic field (ANPF) microscope by
combining the temporal resolution of XUV SAPs
and the spatial resolution of photoelectron emission
spectroscopy (PEEM). A near-IR few-cycle light pulse
with phase-stabilised electric field induces a

nanoplasmonic on a target which is a random planar
composite made of silver nanometric. Being that the
generated surface plasmon is confined to a nanostruc-
ture, a strong local field enhancement occurs with
respect to the driving laser field. The ANPF is expected
to directly measure the spatio-temporal dynamics of
the enhanced local field (see Figure 17), by focusing
onto the target a 200–400 as 90 eV SAP, synchronised
with the near-IR pump pulse. The XUV SAP induces
electron photoemission from the target with variable
delay, the locally enhanced plasmonic field modulating
the final energy of the photoelectrons. Thus, upon
measuring the photoelectron energy spectra as a
function of the time delay between the two pulses it
is possible to retrieve the temporal evolution of the
local electric field. Interestingly, this is an application
of the streak camera concept, where the streaking field
is given by the locally enhanced field. The temporal
resolution of the proposed ANPF is limited so far, by
the SAP duration, to about 100 as. Spatial information
is obtained by imaging the excited nanoplasmonic
system in a PEEM having energy resolution. The
achievable spatial resolution is finally determined by
the electron optics of the PEEM, being currently of the
order of nanometres.

Hence, by using the proposed ANPF microscope, it
will be possible to study collective electron excitations
for the first time, thus going beyond the investigation
of single- or few-active electron dynamics, which is the
limit of attosecond science applied to the physics of
atoms and simple molecules.

6. High-order harmonic generation as a probe for

molecular structure

In the last 10 years the study of HHG from molecules
has led to the realisation that the HHG spectrum
encodes molecular structural and dynamical informa-
tion with exceptional temporal and spatial resolution.
There is currently a very active effort being expended
to explore to what extent this information can be read-
out with high fidelity.

6.1. Molecular alignment

The capability to fix the molecular frame axis in the
laboratory has been vital in order to use HHG as a tool
to probe the molecular orbital. Here we summarise the
basic physical principles underlying the laser induced
molecular alignment whose extensive treatment can be
found in [121] (see also [122]). There are two alternative
ways of using a strong laser field to align molecules
with no permanent dipole moment. If the laser is
turned on and off slowly as compared to the rotational

Figure 16. (a) Scheme of the experimental layout. (b)–(c)
Unperturbed XUV-induced photoelectron spectrum and the
corresponding streaking spectrogram recorded with the few-
cycle NIR field, respectively. (d ) The energy centre-of-mass
of the recorded streaked spectra of the 4f electrons shifts of
110 as with respect to spectra of the Fermi-edge electrons.
Reproduced with permission from A. Cavalieri et al. Nature
2007, 449, 1029. Copyright (2007) by Nature Publishing
Group. (The colour version of this figure is included in the
online version of the journal.)
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period of the molecule, the alignment proceeds adia-
batically. The interaction with the external electric field
creates a so-called ‘pendular’ state which correlates
adiabatically with the field-free rotational eigenstates
[123] and, as the laser pulse fades away, the molecular
ensemble returns smoothly to the isotropic angular
distribution. This technique is termed ‘adiabatic
alignment’.

The other technique employs laser pulses much
shorter than the rotational period of the molecule. In
this case, the interaction leaves the molecule in a
coherent superposition of rotational eigenstates. In
order to have a significant degree of order in angular
space, the different components of the wave packet

must keep a particular phase relation. A rotational
wave packet freely evolving in time suffers a periodic
dephasing (molecular axis orthogonal to the
aligning electric field, so-called anti-aligned peak) and
re-phasing (molecular axis preferentially aligned along
the direction of the aligning electric field, so-called
aligned peak) of its components, thus the aligned state
only lasts for a short while, but it is periodically
reconstructed at multiple revival times which persist for
a long time after the interaction, until the collisions with
other molecules break the quantum coherence. This
technique is known as ‘impulsive alignment’ because the
interaction with the short laser pulse can be viewed as a
‘kick’ imparted to the molecule.

Figure 17. Principle of the Attosecond Nanoplasmonic Field (ANFP) microscope and related photo-processes. Instantaneous
local fields, excited by the optical pulse, are shown as a three-dimensional plot. The local optical field at a maximum point
(‘hottest spot’) is shown as a function of time by a red waveform, enhanced with respect to the excitation field. The XUV
attosecond probe pulse causes the emission of photoelectrons represented by the blue arrows, which are accelerated by the local
plasmonic potential. These electrons are detected by a PEEM with spatial and energy resolution. Reproduced with permission
from M.I. Stockman et al. Nat. Photon. 2007, 1, 539. Copyright (2007) by Nature Publishing Group. (The colour version of this
figure is included in the online version of the journal.)

24 C. Altucci et al.

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
I
m
p
e
r
i
a
l
 
C
o
l
l
e
g
e
 
L
o
n
d
o
n
]
 
A
t
:
 
1
5
:
4
5
 
1
6
 
J
u
n
e
 
2
0
1
0



Both methods have advantages and drawbacks
which must be considered depending on the applica-
tion of the aligned molecules. The adiabatic technique
requires temporally smooth pulses of ns to �100 ps
duration. Generally it provides a high degree of
alignment during the laser pulse, and makes multi-
axis alignment relatively easy to implement by the use
of elliptically polarised fields, however, the presence of
the aligning field can critically disturb the strong field
processes which are the subject of investigation in most
cases. The impulsive method has the advantage of
generating field-free aligned molecules, and the process
is not sensitive to the details of the pulse shape. Field-
free alignment in 3D can be obtained by a method
which utilises two orthogonally polarised time-
separated laser pulses [124].

6.2. Molecular imaging of simple molecules
(N2 and CO2)

With the molecules fixed in space we can use the HHG
process to probe the molecular structure. HHG in the
strong field limit can be seen as a three step process
[125]: (i) ionisation; (ii) acceleration in the laser field;
(iii) recombination back into the bound electronic state
(recollision). The recollision of the electron is a brief
event, taking much less than an optical period, and
occurs at a well-synchronised moment with respect to
the ionisation, and with an appreciable momentum
(returning with kinetic energy in the 10–100 eV range
for typical fields). As a consequence of these properties
the recollision electron can be used as a probe in
several ways. For instance, Corkum and colleagues
first pointed out that the ionisation event forms
correlated electron/nuclear wavepackets in a molecule;
these can be used to determine vibrational or dissoci-
ation dynamics from measurements of the kinetic
energy released when the molecules are collisionally
ionised by the returning electron. In principle, the
elastically scattered electron momentum distribution
carries structural information through the interferences
between the amplitudes arising from different scatter-
ing centres (electron diffraction), a process termed laser
induced electron diffraction. Recently there have been
advances both theoretically [64,126–129] and experi-
mentally [10] towards realising this concept. It is,
however, the emission of harmonics from a molecular
target of aligned molecules that has been shown most
successfully to carry structural information about the
molecule with the potential for a very high temporal
resolution [7,130–134]. This is possible because the
HHG amplitude is dependent upon the dipole ampli-
tude for the transition between the continuum state
and the ground state. As the return electron energy is

in the range of 10–100 eV, the de Broglie wavelengths

in the wave packet span the spatial scales of interest in

the ground state wavefunction and so the dipole is

sensitive to the electronic structure of the molecular

ground state [7]. For a strong field linearly polarised

along the direction ê the harmonic spectrum from a

single emitter is proportional to the square of the

Fourier transform of the dipole acceleration [135]

SêðOÞ / ê 
aðOÞ
�� ��2¼ ê 


ð
expðiOtÞ€dðtÞ

����
����2

¼O4

ð
expðiOtÞê 
dðtÞ

����
����2¼O4 dêðOÞ

�� ��2:
ð7Þ

This is the spectrum of harmonics polarised along

the direction of the unit vector ê. In the following, we

take ê parallel to the laser polarisation axis since the

perpendicularly polarised harmonics are usually much

weaker [131]. In Equation (7) d(O) is the Fourier

transform of the time-dependent dipole moment

(length gauge), i.e. dê(t)¼hC(r, t)j � er 
 êjC(r, t)i,

where C(r, t) is the time-dependent electron wave

function evolving in the combined atomic/molecular

and laser field potentials. The induced dipole is a

measure of the charge displacement within the atom/

molecule due to the electronic response to the applied

field, thus r has the same direction of the polarised

laser beam inducing HHG. When the wave-function

W(r, t) is written in terms of a superposition of bound

and continuum parts (i.e. C(r, t)¼ 	 0(r, t)þ 
 c(r, t))

and the wavefunction  c(r, t) is expanded as a sum of

plane waves, the harmonic signal can be expressed as

S Oð Þ /O4 að!Þ  0

� ���er 
 ê exp½ikð!Þ 
 r�
�� ��� ��2� O�!� Ip

� �
:

ð8Þ

In the above equation the ground state energy is

E0¼�Ip (Ip is the ionisation potential of the atom/

molecule) and the function k(!) and its inverse !(k)
relate the plane wave momentum k to its kinetic energy

! as !(k)¼ k2/2. The �-function in Equation (8) is the

expression of the energy conservation and indicates

that the frequency of the emitted radiation is given by

the sum between the kinetic energy ! of the recolliding

electron and the ionisation potential as expected from

the strong field approximation theory [136].
Equation (8) reveals transparently how the dipole

(which governs the radiation amplitude and phase) is

directly related to the properties of the ground state

wavefunction and the continuum. With the explicit and

simple form for the continuum wavefunction assumed

here, in principle, the ground state wavefunction can

be retrieved from complete measurements of the
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harmonic phase and amplitude. This discussion is
naturally extended to molecules as in our discussion no
assumption has been made about the emitter. One way
to do this is to perform the same experiment with a
reference atom (sometimes called ‘companion atom’)
whose ionisation potential is very similar to that of the
molecule: in fact, the molecule and the companion
atom have very similar response to strong laser fields.
That means that the first, critical, step in the three-step
high harmonic generation process is the same. Because
the laser field dominates wave packet motion in the
direction of the laser field, the second step, which
determines the chirp of the re-colliding wave packets
seen by the atom or molecule, will be the same.

Thus, a[k(!)] will be the same. This experiment has

actually been done for the first time by Corkum’s

group [7] where they used the harmonic spectrum from

argon to determine a[k(!)] in order to be able to use

Equation (8). The tunnel ionisation, due to its

nonlinearity, is extremely selective and ionises only

the highest electronic state, i.e. HOMO, which can be

reconstructed (see Figure 18) by recording the har-

monic spectra at a series of angles of the molecular

alignment and then applying the orbital reconstruction

method similar to medical tomography. Although the

mathematical procedure applied in [7] can only be

applied to reconstruct orbital shapes with symmetries

such as �g, �g and �u, the agreement between theory

and experiment shown in Figure 18 is noticeable.
Numerical treatments of HHG have been carried

out by solving the time-dependent Schrödinger equa-

tion for the simple molecules Hþ2 and H2 [132,137,138].

It was found that as the angle � between laser

polarisation and the internuclear axis was varied, for

a given harmonic order a characteristic minimum of

the calculated dipole amplitude and modulation of the

phase appeared around a specific angle [131,132]. By

comparison with a simple plane-wave model for the

returning electron it was argued that this was due to

interference between the dipole amplitudes from the

two atomic centres in the molecule when they were

separated by half the de Broglie wavelength �B of the

returning electron. This idea is closely analogous to

laser induced electron diffraction. The measurement of

these recombination interference signatures for certain

values of k will give almost directly the internuclear

separation [132,134].
In some cases the conditions for interference

correspond to the simple conditions for constructive

and destructive two-point source interference

[132,134]. They can be derived from Equation (8) by

considering that the matrix element in this equation

can also describe the recombination of the ejected

electron on a molecular ion. In this case  0 is the

HOMO and the major contribution to the integral in

Equation (8) comes from the regions around the nuclei.

Thus, by assuming (i) only the contributions from the

volumes Gj around the nuclei and (ii) a constant value

for both the ground state and the exponential function,

we have

S Oð Þ/O4 að!Þ
�� ��2 X

j

 0 rj
� �

expðikð!Þ 
 rj Þ

�����
�����
2

� O�!� Ip
� �

,

ð9Þ

where the sum is over all the nuclei. The term
P

j 0(rj)

exp(ik(!) 
 rj) describes the interference between the

contributions from the various atomic centres [132].

Figure 18. Molecular orbital wavefunction of N2.
(a) Reconstructed wavefunction of the HOMO of N2.
The reconstruction is from a tomographic inversion of the
high harmonic spectra taken at 19 projection angles. Both
positive and negative values are present, so this is a
wavefunction, not the square of the wavefunction, up to an
arbitrary phase. (b) The shape of the N2 2p�g orbital from an
ab initio calculation. The colour scales are the same for both
images. (c) Cuts along the internuclear axis for the recon-
structed (dashed) and ab initio (solid) wavefunctions.
Reproduced with permission from J. Itatani et al. Nature
2004, 432, 867. Copyright (2004) by Nature Publishing
Group. (The colour version of this figure is included in the
online version of the journal.)
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For homonuclear diatomic molecules, we have to sum
over the two positions r1 and r2¼�r1. Furthermore,
if the ground-state orbital has a particular symmetry
( 0(r1)¼ 0(r2) or  0 (r1)¼� 0 (r2), i.e. so-called
bonding or anti-bonding ground states) the relevant
interference term is simply exp(ik(!) 
 r1)
�exp(ik(!) 
 r2) (the upper and low sign is for symmet-
ric and anti-symmetric HOMOs, respectively). For
symmetric (anti-symmetric) HOMO, destructive (con-
structive) interference occurs when k 
 (r1� r2)¼
(2mþ 1)� or, in terms of the projected internuclear
distance R cos # and the electron wavelength �,

R cos# ¼ 2mþ 1ð Þ�=2, m ¼ 0, 1, 2, . . . : ð10Þ

For symmetric (anti-symmetric) HOMO constructive
(destructive) interference occurs for

R cos# ¼ m�, m ¼ 0, 1, 2, . . . : ð11Þ

This result describes the interference of two point
emitters [132]. For multiple centred wavefunctions we
can anticipate a more complex interference signature.
The first observations of two centre interference, in the
HHG spectrum of the CO2 molecule, were made in
2005 [133,134] (see Figures 19 and 20). In principle, this
recombination interference signature can be obtained
from a single alignment angle and in a few laser shots
and so can lend itself readily to measurement of bond
length changes in a pump–probe experiment. In fact
the interpretation is not so simple, due to the difficulty
of calculating HHG in molecules, but the experimental
observation of two-centre interference and recent

progress in the theoretical treatment support the
feasibility of these measurements.

6.3. Steps toward molecular imaging of more
complex molecules

An extension of the approach described in the previous
section to significantly more complex polyatomic

Figure 19. (a) The ion yield dominated by (CO2)
þ and (b)–(c) the 23rd harmonics from CO2 molecules as a function of pump–

probe delay. The results of theoretical calculations are shown by grey curves. Reproduced with permission from T. Kanai et al.
Nature 2005, 435, 470. Copyright (2005), by Nature Publishing Group. (The colour version of this figure is included in the online
version of the journal.)

Figure 20. HHG spectra from CO2 measured for an isotro-
pic sample (red line) and a non-adiabatically aligned sample
(black line). The strong suppression of the signal for the
aligned case extending from the 25th to 41st harmonics is an
evidence of two-centre interference. Reproduced with per-
mission from C. Vozzi et al. Phys. Rev. Lett. 2005, 95,
153902. Copyright (2005) by the American Physical Society.
(The colour version of this figure is included in the online
version of the journal.)
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molecules is reported in [139], where acetylene
(HC�CH) and allene (H2C¼C¼CH2) were considered.
Both these organic molecules have HOMO domi-
nated by the �u orbital between the carbon atoms
(see Figures 21(a) and (b)), though the allene molecule
has additional contributions from C–H bonds.

The principle of the experimental setup is sketched
in Figure 21(c). Basically, the generating beam (i.e. the
laser beam which generates the harmonics) is spatially
superimposed to the aligning beam after the latter is
properly delayed in order to produce an aligning pulse
which is correctly synchronised with the harmonic
generating field. As a function of the delay, the signal
of each harmonic shows a modulation resulting from
the different degree of alignment which is similar
to that reported in Figure 19 for CO2. The regular
revivals of the molecular axis alignment after the
aligning pulse are a consequence of the regular space
among the rotational energy levels which holds true for
both linear (acetylene and carbon dioxide) and sym-
metric top (allene) molecules. For all harmonic orders
in both molecules the modulation in the harmonic yield
observed is anticorrelated with the degree of alignment,
indicating a suppression in the harmonic yield when
the molecules are preferentially aligned with their axes

parallel to the driving field polarisation. The maximum
alignment occurs at the delays of 14.38 and 56.55 ps for
acetylene and allene, respectively, whereas the opposite
condition in which the molecules lie in the plane
normal to the driving field polarisation is reached at
14.0 and 56.0 ps for acetylene and allene, respectively.
Starting from these two alignment conditions the
driving field polarisation can be rotated from 0�

(parallel to the aligning beam polarisation) to 90�

(normal to the aligning beam polarisation) to carry out
a sort of tomography. The angular dependence of
HHG yield normalised to the yield measured with
isotropically distributed molecules (no aligning beam),
is reported in Figure 22 for (a) acetylene and (b) allene.
In both cases the left and right columns refer to the
angular scan carried out at maximum alignment and
anti-alignment, respectively. For all harmonic orders in
both molecules, the harmonic yield is suppressed when
the molecules are predominantly parallel to the field
and increases with the angle. But in the proximity of
the molecule at 90� with the electric field allene behaves
differently from acetylene. Such a difference is well
reproduced by the Lewenstein model [136] which is the
starting point for Equation (8). The curves reported in
both pictures are obtained with the HOMO corre-
sponding to acetylene and allene, respectively, showing
how HHG from these relatively simple molecules
contains fingerprints of the molecular orbital from
which the electron is freed.

6.4. Probing attosecond dynamics by chirp encoded
recollision (PACER)

High-order harmonic generation can be used as a tool
to observe nuclear dynamics of the molecules occur-
ring on a sub-fs time-scale through a recently devel-
oped technique termed PACER (probing attosecond
dynamics by chirp encoded recollision) [8]. The
principle of the technique is illustrated in Figure 23.
Following the classical approach adopted within the
so-called simple man model [125], harmonics are
generated by electrons born into the continuum
between �1/20th of an optical cycle after the laser
field maximum, which return to the ion approxi-
mately at the next zero of the field. The kinetic energy
they can gain from the electric field depends on the
precise emission and re-collision time instant, but
from the classical point of view two possible trajec-
tories allow the electron to gain the same energy.
They differ in the elongation (distance from the
nucleus) the electrons experience in their motion
inasmuch as one is much shorter than the other
[140]. These long trajectories can easily be filtered out
from the spectrum by choosing an appropriate

Figure 21. (a)–(b) Representation of one of the two degen-
erate orbitals comprising the HOMO in acetylene and allene,
respectively. Different colours indicate different signs of the
wave function. (c) Schematic layout of the experiment. The
gray and black lines represent the aligning and harmonic
generating beams, respectively. Reproduced with permission
from R. Torres et al. Phys. Rev. Lett. 2007, 98, 203007.
Copyright (2007) by the American Physical Society. (The
colour version of this figure is included in the online version
of the journal.)
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position of the laser focus with respect to the gas jet,
thus yielding a one-to-one mapping between delay
and photon frequency (Figure 23) because each of
these short trajectories is associated with an electron
returning to the parent ion at a different delay time
Dt with a proper electron kinetic energy [82]. Thus,
the chirped nature of the recolliding electron wave-
packet (Figure 23) can be exploited to achieve a sub-
femtosecond temporal resolution in a variety of
pump–probe schemes by analysing the single har-
monic spectrum. As an example, due to the depen-
dence of the harmonic signal on the changes in the
nuclear part of the wave function �(R, t), it is possible
to probe the nuclear motion during the excursion time
of the electron 
. This is because the harmonic signal
in a molecule is approximately proportional to the
squared modulus of the nuclear autocorrelation
function [141] c(t)¼

Ð
�(R, 0)�(R, 
) d
 (overlap

between the initial and final nuclear parts of the
molecular wave function) which decreases the more
the nuclei move in the small time interval. Thus, the
entire HHG spectrum is determined by the squared
modules of c(t) and of the remaining parts of the
transition dipole moment that do not depend on the
nuclear motion (see Equation (8)).

Marangos and co-workers [8] implemented this
method by observing the ratio of the harmonic spectra
generated in gaseous H2 and D2, or CH4 and CD4.
Since in isotopes the electronic states are very similar,
the variation in HHG spectra can only be associated
with differing nuclear dynamics, which can be retrieved
by the ratio between harmonic peak intensities for
different isotopes with a resolution of the order of 100
as over a range of �1 fs for laser light of �800 nm
wavelength. In Figure 24(a) the ratio of harmonics
peak intensities for D2 and H2 is reported versus the
recollision time (black). Also reported is the control
ratio of two harmonic spectra from H2 taken sepa-
rately (red) which is as expected. The blue curve
represents the theoretical ratio worked out by
Equation (8) and the autocorrelation function c(t).
The agreement with the experiment allows one to
retrieve the nuclear dynamics and this is shown in
Figure 24(b) for (H2)

þ and (D2)
þ, where the red lines

are the results of the application of a genetic algorithm
[141] and converge to the blue lines which represent the
exact calculation for H2 (dashed) and D2 (solid),
respectively, in a Born–Oppenheimer potential. It is
worth to mention that such a method is able to retrieve
not only the mean value of the internuclear distance as

Figure 22. (a) Harmonic ratio between aligned and nonaligned acetylene molecules as a function of polarisation angle between
aligning and driving beams, measured at the alignment peak (t0¼ 14.38 ps) (left column) and the anti-alignment peak
(t0¼ 14.0 ps) (right column). The red thick solid, green thin solid and blue dashed curves show the calculated ratio in a sample at
20, 50, and 100 K, respectively. (b) The same as in (a) but for allene molecules for which the alignment peak is at t0¼ 56.55 ps (left
column) and the anti-alignment peak at t0¼ 56.0 ps (right column). Reproduced with permission from R. Torres et al. Phys. Rev.
Lett. 2007, 98, 203007. Copyright (2007) by the American Physical Society. (The colour version of this figure is included in the
online version of the journal.)
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a function of time, but also the shape of the time-
dependent wave packet.

7. Discussion

7.1. State of the art

In Table 1 we attempt to capture the critical capabil-
ities of the major techniques covered in this review for
ultrafast structural dynamic measurements. The table
content reflects the current state of the art, but includes
the likely performance of X-ray techniques enabled by
the availability of hard X-ray FELS which are just
becoming available (i.e. LCLS) at the time of writing.

Likewise for UED we extrapolate to the near future
performance of optimised non-relativistic and relativ-
istic electron pulse sources. For all of the methods,
excepting causality inverted IXS and the intramolecu-
lar rearrangements caused by ionisation probed by
HHG, the time resolution comes from a pump–probe
measurement. It is not specified how this might be
done and a full discussion of the physics and technol-
ogy of the pump step is outside the scope of this review.

In the first two columns the limits to temporal and
spatial resolution are given. It is the pulse duration that
limits the ultimate temporal resolution in X-ray spec-
troscopy, X-ray diffraction and electron diffraction,
but the properties of the pump and the pump–probe

Figure 23. Encoding of nuclear dynamics within harmonic spectra. The trajectory of the ionised electron differs depending on
the exact time of ionisation. Three possible electron trajectories labelled 1, 2, and 3 are shown, which recollide with the molecular
ion after delays Dt1, Dt2, and Dt3, with increasing kinetic energy E1, E2, and E3, resulting in the emission of increasingly higher
frequency photons after recombination (shown as the 17th, 25th, and 33rd harmonics for the purpose of this illustration).
Reproduced with permission from S. Baker et al. Science 2006, 312, 424. Copyright (2006) by AAAS. (The colour version of this
figure is included in the online version of the journal.)
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synchronisation that will also determine the best
temporal resolution in any real measurement. Thus
comparing the performance of a FEL in SASE, seeded
or one of the sub-femtosecond operating modes (e.g.
single spike) it is important to factor in the temporal
jitter that may well mean a seeded FEL offers
measurements with far superior temporal resolution
even than a single-spike operation [NLS Science Case
and ODR, July 2009]. For laser-based measurements
relying on HHG production, strong field ionisation or
electron recollision, the time resolution can be in the
sub-optical cycle region. The spatial resolution limits

of the already proven structural methods, e.g. involv-
ing Bragg diffraction of electrons or X-rays, is already
known to be exceptionally good (a few % of the
interatomic distance in many cases). For some of the
newer techniques (IXS or laser based) this is not yet
fully quantified, moreover the laser techniques are
probing the valence electron wavefunctions rather than
the atomic arrangement, with the exception of laser
induced electron diffraction where it is anticipated that
the scattering from core electrons and nuclei will
localise the structural information.

The actual method by which the signal from the
probe is recorded is listed as it gives some indications
of the data acquisition speed. So for instance although
HHG imaging and HHG induced photoelectrons may
in principle give the same information the measure-
ment in the case of the former is essentially single shot
whilst for the latter the photoelectron angular distri-
bution may have to be accumulated over many shots at
each XUV energy, and the XUV energy scanned, to
obtain the same data. The most striking advantage of
the ‘traditional’ structural methods are their superior
spatial resolution and the range of sample states to
which they can be applied (solid, liquid and gas) due to
the high penetration of harder X-rays. In contrast
the laser-based techniques have temporal resolution
advantages as often the measurement has sub-optical
cycle capability, but are restricted to gas phase or
surface due to the lack of penetration of the optical
field. An extension of laser induced tunnelling to look
at spatially dependent breakdown may lift this restric-
tion at least for transparent dielectrics.

All of the pump–probe methods are ideally suited
to capture transient species (i.e. those that may only
exist for a short time following the pump). IXS being a
time-integrated technique lacks this although it is
uniquely appropriate to probe the ultrafast electron
dynamics of matter within the static structure. A
similar comment can extend to HHG imaging (e.g.
PACER measurements) where the very fast dynamics
triggered by the strong field are probed by the HHG,
but in other modes HHG can be incorporated into a
more conventional pump–probe scenario that will
capture transient species. Reliable reconstruction of
the structural dynamics is a key attribute. The methods
to achieve this for X-ray spectroscopy, X-ray diffrac-
tion and electron diffraction are all firmly established
in the static regime and the extrapolation to the time-
resolved domain is trivial. The laser-based methods,
relying on the interaction of the matter with a strong
field as they do, require quantitative theoretical models
to ensure reliable extraction of the structural dynamics,
at least whilst the general principles are being
established. It is hoped that in future it will be possible,
once the robust features and general principles are

Figure 24. (a) Ratio of harmonic peak intensities for D2 and
H2 (black). The control ratio of two harmonic spectra from
H2 taken separately is also shown (red) and is seen to be unity
for all harmonic orders, as expected. The blue line is a
calculation of harmonic ratio (see [8]). (b) The nuclear
motion reconstructed from the experimental data by multiple
runs of a genetic algorithm (red curves) converges closely to
the exact result (blue curves) calculated using the exact Born–
Oppenheimer potentials for H2 and D2. Reproduced with
permission from S. Baker et al. Science 2006, 312, 424.
Copyright (2006) by AAAS. (The colour version of this
figure is included in the online version of the journal.)
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identified, to circumvent the need for a detailed and
specific theoretical treatment for each new system
probed. The hope for HHG imaging is to establish and
then apply some general principles already verified in
specific examples much as is done in EXAFS.

7.2. Challenges and limits

The table of the previous section presents the close to
state of the art for the various techniques discussed
previously; the question arises as to what are the limits
of these methods. Improvements of light sources are
the most obvious way to improve the temporal
resolution of the X-ray pulsed techniques; but this
must be accompanied with matching temporal syn-
chronisation for the pump step in pump–probe
methods. Current FELs are limited to SASE mode
operation and this results in significant temporal jitter
with respect to external lasers; realistically to �50 fs.
Future seeded FELs may achieve better temporal
synchronisation to the few femtosecond level that will
permit the full exploitation of X-ray pulse durations
down to 10 fs in X-ray diffraction and X-ray absorp-
tion techniques for sufficiently thin samples. Shorter
pulsed FEL operation (to51 fs) has been posited by a
variety of routes, low bunch charge operation such that
the X-ray lasing occurs on a single temporal spike even
in SASE mode is the method closest to realisation. This
again leads to jitter although if the measurement can
work from an X-ray trigger from the same pulse a
simple split-and-delay method might be implemented
to achieve the sub-femtosecond temporal resolution.
Otherwise sub-fs time-resolved pump–probe X-ray
methods must await the arrival of fully laser synchro-
nised sub-fs X-ray FEL methods to achieve attosecond
domain measurement.

In any event pump pulse durations are limited by
the carrier frequency to something longer than an
optical cycle, e.g. a 10THz carrier can support a pulse
only longer than 100 fs. This means that no sub-
femtosecond resolved pump–probe experiments are
possible except for pump pulses in the ultra-violet
region of the spectrum or at shorter wavelength.
Methods such as HHG imaging, attosecond streaking
and IXS are attractive as they circumvent the need to
contrive two independently generated sub-fs pulses at
different frequencies. If slower dynamics are being
probed there is still the need to ensure that the pump
pulse has sufficient power to ensure a significant degree
of excitation of the mode of interest. There remains the
need to further develop pump pulses in the far-IR –
THz region.

The chief limit that can be identified for laser-based
sources is the fact that due to the need to expose the

sample to high intensity and/or XUV wavelength short
pulses the methods are confined to gas phase samples
or the first few atomic layers of a surface. Whilst
techniques for introducing large molecules into gas
phase environments have advanced (e.g. ablation,
MALDI) this still precludes the application to measure
ultra-fast structural dyamics in solid and liquid phase.
There remain a wealth of problems of structural
dynamics, many of fundamental importance to our
understanding of questions of charge and energy flow
and geometry change in physical and chemical
changes, that can be answered by examining gas
phase molecules, surfaces and nanostructures.

7.3. Future prospects

It is anticipated that the biggest single impact upon the
field will be from the soft to hard X-ray FELs that are
now becoming available or are being planned around
the world. These devices offer a remarkable combina-
tion of exceptionally short pulse durations (�10 fs),
X-ray wavelengths and enormous peak and average
brightness. The fact that they can be closely synchro-
nised to auxillary lasers (to incredible accuracy if
seeding or laser modulation of the electron beam are
implemented) opens the prospects for a revolutionary
change in the scope of time-resolved X-ray measure-
ment. Given that harder X-rays can penetrate even into
solid samples the combined techniques (X-ray spec-
troscopy, photoelectron emission, X-ray scattering)
potentially provide an almost universal tool for ultra-
fast structural imaging.

Nevertheless, the advances promised in pulsed
electron sources for UED, especially the ideas for
relativistic beams and 4D electron diffraction, are also
likely to establish an important niche especially for the
study of surfaces and gas phase systems. Likewise the
laser-based methods – attosecond XUV pulses, HHG
imaging, laser induced electron diffraction – although
confined to gas phase molecules, surfaces and clusters
can provide unprecedented temporal resolution match-
ing the characteristic timescales of electron dynamics in
matter and so will advance our knowledge of the
fastest fundamental electronic evens in matter.
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Kabachnik, N.M.; Schröder, H.; Lezius, M.; Kompa,
K.L.; Muller, H.-G.; Vrakking, M.J.J.; Hendel, S.;

Kleineberg, U.; Heinzmann, U.; Drescher, M.; Krausz,
F. Nature 2007, 446, 627–632.

[17] Cavalieri, A.L.; Müller, N.; Uphues, Th.; Yakovlev,

V.S.; Baltuška, A.; Horvath, B.; Schmidt, B.; Blümel, L.;
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Martin, J.-L.; Antonetti, A. Nature 1997, 390, 490–492.

[31] Chin, A.H.; Schoenlein, R.W.; Glover, T.E.; Balling, P.;
Leemans, W.P.; Shank, C.V. Phys. Rev. Lett. 1999, 83,
336–339.

[32] Siders, C.W.; Cavalleri, A.; Sokolowski-Tinten, K.;
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[55] Légaré, F.; Lee, K.F.; Litvinyuk, I.V.; Dooley, P.W.;
Wesolowski, S.S.; Bunker, P.R.; Dombi, P.; Krausz, F.;
Bandrauk, D.; Villeneuve, D.M.; Corkum, P.B. Phys.

Rev. A 2005, 71, 013415.
[56] Cornaggia, C. Laser Phys. 2009, 19, 1660–1670.
[57] Frasinski, L.J.; Codling, K.; Hatherly, P.A. Science

1989, 246, 1029–1031.
[58] Kanter, E.P.; Cooney, P.J.; Gemmell, D.S.; Groeneveld,

K.-O.; Pietsch, W.J.; Ratkowski, A.J.; Vager, Z.;

Zabransky, B.J. Phys. Rev. A 1979, 20, 834–854.
[59] Hishikawa, A.; Matsuda, A.; Fushitani, M.; Takahashi,

E.J. Phys. Rev. Lett. 2007, 99, 258302.
[60] Zewail, A.H. Ann. Rev. Phys. Chem. 2006, 57, 65–103.

[61] Reckenthaeler, P.; Centurion, M.; Fuss, W.; Trushin,
S.A.; Krausz, F.; Fill, E.E. Phys. Rev. Lett. 2009, 102,
213001.

[62] Nie, S.H.; Wang, X.; Park, H.; Clinite, R.; Cao, J. Phys.
Rev. Lett. 2006, 96, 025901.

[63] Fill, E.E.; Veisz, L.; Apolonski, A.; Krausz, F. New J.

Phys. 2006, 8, 272.
[64] Zuo, T.; Bandrauk, A.D.; Corkum, P.B. Chem. Phys.

Lett. 1996, 259, 313–320.
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