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1. Introduction

Let us start with a very basic question that most students would ask when they first hear the terms “nonlinear optics” or “optical nonlinearity”:

What is the “optical nonlinearity”?

A simple answer to this question is that an optical system is nonlinear when its optical output is a nonlinear function of its optical input. This occurs for example when light itself modifies the system “linear” optical properties, such as the refractive index, or the absorption coefficient, or the birefringence axes in the case of anisotropic materials, etc. There are however also examples of optical nonlinearities that are not conveniently interpreted as light-induced modifications of linear susceptibilities, such as second or higher-order harmonic generation, optical rectification, parametric generation, etc. [1,2].

But then, the next question that a practical-minded student would ask is

Why should one need optical nonlinearity?

The most attractive reason is probably the prospect of developing all-optical systems capable of replacing electronic or electro-optical ones. This requires being able to switch or modulate light with light. A device that does so would then be called an “optical transistor” or maybe a “light valve”.

Some people believe that photonics will almost completely replace electronics in the future, the advantage being that photons are faster than electrons and their transport in a transparent material does not dissipate energy into heat. And indeed in some applications this is already occurring, as for example in long-distance telecommunications. But for replacing the modern signal-processing electronic devices one would need (i) to be able to make a photonic transistor working with very low light powers, and (ii) to be able to put thousands or even millions of these transistors into a single small monolithic chip, that is to build photonic integrated circuits. This is not an easy goal, and possibly it will never be reached, at least to the point of making the replacement of electronics truly convenient. However, there are certain specific applications for which the possibility of introducing nonlinear photonic devices is more realistic. For example, one can do powerful parallel analog computations by exploiting Fourier optics, which is however usually limited to linear
calculations. Introducing in such systems some light valves one can add nonlinear calculation functionalities. These systems can be used for example in applications such as the processing of images or in simulating extended nonlinear systems. Another example of realistic application is the setting up of an all-optical feedback into an optical system, such as a laser, for example to achieve a specific pulse-shaping action (both temporal and spatial) or other special effects.

Optical nonlinearity is not an exotic phenomenon. Indeed, all materials are optically nonlinear if light is sufficiently intense. One of the most common nonlinear effects is the variation of the refractive index \( n \) as a function of the light intensity \( I \), or “nonlinear refractive index”. An equation that describes well this dependence for many materials is the following (sometimes called “Kerr-like” nonlinearity) [1,2]:

\[
\text{typical nonlinear refractive index: } n \approx n_0 + n_2 I \quad (1.1)
\]

where the typical order of magnitude of the nonlinear coefficient \( n_2 = dn/dI \) is

\[n_2 \approx 10^{-14} \text{ cm}^2/\text{W}.
\]

Notice that equation (1.1) is a “local” relationship, that is, the refractive index at a given point in the material depends only on the intensity of light at the same point. These values show that in order to obtain a light-induced change of refractive index of \( \Delta n = 0.1 \), one needs an intensity of 10,000 \( \text{GW/cm}^2 \), which is achievable only in ultrashort pulsed laser sources at peak-intensity in a focused spot. To phase-shift a light wave by a single wavelength in propagating through a nonlinear-optical material 1 mm thick, one needs a refractive index change of \( \Delta n = 10^{-3} \), that can be achieved with an intensity of 100 \( \text{GW/cm}^2 \), still requiring powerful pulsed laser sources.

Therefore, for photonic applications one would like to have a much stronger nonlinearity, in order to use much weaker and possibly unfocused laser sources such as laser diodes. Thus one is led to searching materials showing extremely large nonlinearities, so-called “giant” optical nonlinearities. One class of materials that does exhibit such an extremely large nonlinear optical response is that of liquid crystals, on which we focus in this paper.
2. The optical nonlinearity of transparent nematic liquid crystals

The giant optical nonlinearity of nematic liquid crystals (NLC) was discovered in 1980 almost simultaneously by three groups [3,4,5]. The simplest way to observe the effects of this nonlinearity is to perform the experiment sketched in the following figure.

This figure shows what happens when a continuous-wave laser beam of about 100 mW (for example an Argon laser, emitting in the green) is focused onto a NLC sample (having a thickness $L$ of about 100 $\mu$m) for a proper geometry (that will be specified later on). The emerging beam expands with a very large angular divergence $\theta$ ($\approx 0.1$ rad) into a pattern of concentric luminous rings, which can be observed on a screen. The pattern arises because the light is diffracted on the self-generated refractive index modification occurring in the focal spot. It is a phenomenon of “self-diffraction” or “spatial self-phase-modulation”, one of the many interesting effects that can be observed with the optical nonlinearity of liquid crystals [6].

From diffraction theory we know that to acquire an angular divergence of $\theta \approx 0.1$ rad the center of the wavefront coming out of the NLC sample must have been retarded (or advanced) with respect to the lateral regions of the wave by about $\theta \omega_0$, where $\omega_0$ is the beam waist (here $\omega_0 \approx 30$ $\mu$m). The retardation $\Delta n L$ is therefore equal to $\theta \omega_0$, from which we deduce that $\Delta n \approx \theta \omega_0 / L \approx 0 \approx 3 \cdot 10^{-2}$. The intensity in the focus is $I = P/(\pi \omega_0^2) \approx 0.3 \cdot 10^4$ W/cm$^2$, so we obtain the

$$\text{effective nonlinearity of transparent liquid crystals: } n_2 \approx 10^{-5} \text{ cm}^2/\text{W} \quad (2.1)$$

which is 9 orders of magnitude larger than for ordinary materials! This is the good news. The bad news is that the response time of NLCs is extremely slow: a typical value for a 100 $\mu$m thick sample is $\tau \approx 0.1$ s. This makes this nonlinearity not well suited for applications requiring fast modulations.

We must warn the readers that the nonlinearity of liquid crystals is not strictly a Kerr-like nonlinearity, as equation (2.1) would suggest. Indeed, it does not obey equation (1.1) and it is not even local. So the coefficient $n_2$ that we give here is not a true material property but is actually geometry dependent, varying for example with the sample thickness and the beam incidence angle. The number given for $n_2$ is a typical value for an optimal incidence angle and a sample thickness $L$. 
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of about 100 µm. Thicker samples will have a larger nonlinearity \((n_2 \text{ scales as } L^2)\), but a much thicker NLC sample will not be very stable against nucleation of defects. Moreover the already rather slow response of the NLC becomes even slower as the thickness is increased \((\tau \text{ also scales as } L^2)\).

2.1 The physical mechanism

Now let us briefly illustrate the physical mechanism that governs the response of NLCs to the optical fields, leading to their giant nonlinearity. It is fundamentally similar to the well-known electro-optical response of NLCs. It can be explained as the result of the following four steps.

(i) The optical electric field \(E\) induces a polarization \(P\) that is not parallel to the field (due to dielectric anisotropy):

\[
P = \varepsilon_0 (\varepsilon_\perp - 1) E + \varepsilon_0 \varepsilon_a (E \cdot n)n
\]  

(2.2)

(Notations: \(n\) is the molecular director, \(\varepsilon_a = \varepsilon_\parallel - \varepsilon_\perp\) is the dielectric anisotropy at optical frequencies, where \(\varepsilon_\parallel (\varepsilon_\perp)\) is the dielectric constant for \(E\) parallel (perpendicular) to \(n\))

(ii) An electric torque \(\tau_{em}\) develops that pulls the polarization and hence the director \(n\) toward the electric field direction.

\[
\tau_{em} = P \times E = \varepsilon_0 \varepsilon_a (n \cdot E) (n \times E)
\]

(2.3)

(More notations: the bar above a symbol denotes an average over the optical cycle)

(iii) The director rotation is opposed by surface anchoring + bulk elasticity, and the ensuing torque balance determines the final reorientation of the molecular director \(n\) achieved at steady-state. The transient dynamics is controlled by the director rotational viscosity.

(iv) The rotation of molecular director \(n\) corresponds to a rotation of birefringence axes, and thus to modifying the “effective refractive index” \(n_{\text{eff}}\) seen by pure extraordinary waves and the change of light polarization suffered by a mixed ordinary-extraordinary wave.

In particular, the dielectric tensor is given by

\[
\varepsilon_{ij} = \varepsilon_\perp \delta_{ij} + \varepsilon_a n_i n_j
\]

(2.4)

and the refractive index of an extraordinary wave propagating along a direction \(k\) is

\[
n_{\text{eff}} = \frac{\varepsilon_\perp \varepsilon_\parallel}{\sqrt{\varepsilon_\perp \sin^2 \Theta + \varepsilon_\parallel \cos^2 \Theta}} \quad \text{with} \quad \Theta = n_k
\]

(2.5)
As an example, let us consider a typical geometry that gives rise to a simple nonlinear phase retardation, similar to a Kerr-like nonlinearity: a pure extraordinary wave impinging obliquely on a homeotropic nematic liquid crystal sample, as shown in this figure.

Assuming that the angle between $E$ and $n$ inside the sample is the optimal angle $45^\circ$, we have:

$$\tau_{em} = \varepsilon_0 \varepsilon_a (\bar{n} \cdot \bar{E}) |\bar{n} \times \bar{E}| \approx \frac{1}{2} \varepsilon_0 \varepsilon_a \bar{E}^2 \approx \frac{\varepsilon_a I}{2c n_{eff}}$$ \hspace{1cm} (2.6)

where $I$ is the light irradiance and $c$ the speed of light. For a small reorientation angle $\delta \theta_n$ of the director in the middle of the sample (where it is a maximum), the corresponding elastic torque is

$$\tau_{elastic} \approx \frac{\pi^2 K}{L} \delta \theta_n$$ \hspace{1cm} (2.7)

where $L$ is the sample thickness, $K$ the splay elastic constant, and strong anchoring conditions are assumed. From imposing the torque balance $\tau_{em} = \tau_{elastic}$, one finds $\delta \theta_n$, that is the equilibrium director rotation. This can then be used to calculate the change of refractive index by means of equation (2.5). However, one must pay attention here to the fact that the wave propagation direction $k$ is also affected by the rotation of birefringence axes according to the usual optics of birefringent materials [7], so that the total rotation is $\delta \theta = \delta \theta_n + \delta \theta_k$. Skipping intermediate details, we find

$$n_2 = \frac{\delta n_{eff}}{I} \approx \frac{\varepsilon_a n_{eff} \delta \theta}{I} \approx \frac{\varepsilon_a n_{eff}^2 L^2}{24 \varepsilon_{||} c K} \approx 10^{-4} \text{ cm}^2 \text{ W}^{-1}$$ \hspace{1cm} (2.8)

The readers interested in reading more about the optical nonlinearity of liquid crystals and the resulting nonlinear effects may do so in some of the many reviews that have appeared [6,8,9,10,11].

### 2.2 Even larger nonlinearities

Although the nonlinearity of transparent liquid crystals is much larger than that of ordinary materials, it still requires significant laser intensities that can be achieved only with a focused continuous-wave (cw) laser. For photonic applications, however, we need to go even further, as we
would like using unfocused light and weak laser diodes as sources. Mechanisms for achieving an even larger optical nonlinearity in liquid crystals do exist, although they require the introduction of some degree of light absorption. At the moment, the following four main classes of mechanisms have been investigated:

1. Jánossy effect and related phenomena.
2. Photorefractive nonlinearity.
3. Thermal-orientational nonlinearity.
4. Surface-driven effects.

Mechanisms 1 and 2 will be described in greater detail in section 3 and 4, respectively, while only a brief discussion will be devoted to the other two. We emphasize that all four mechanisms require using photosensitive functional dopants. The main function of these dopants is in all cases of harnessing the energy of absorbed photons and exploiting it to induce a modification of material optical properties.
3. Jánossy effect and related phenomena

In 1990, Istvan Jánossy and his colleagues published a paper reporting the unexpected observation of large nonlinear effects in nematic liquid crystals doped with small amounts (below 1%) of certain dichroic organic dyes [12]. The effects were in all respects similar to those that had been observed in transparent materials, but they were so strong that could be easily induced by means of a He-Ne laser of few milliwatts (therefore they were characteristically colored “red” instead of the usual “green” of the Argon laser light, as shown in the following figure).

Some clever experiments performed in the following years by Jánossy and coworkers demonstrated beyond any doubt that the nonlinearity was still orientational and not for example “trivially” thermal (see section 5) [13,14,15]. We recall here some of the main experimental evidence: (i) different dyes with the same absorption coefficient give rise to completely different nonlinear effects, contrary to what would be expected for thermal effects; (ii) the angular dependence of the nonlinearity was that expected for the orientational response; (iii) the relaxation time was of the right order of magnitude for an orientational response; (iv) more exotic dynamical effects occurring when the light is circularly polarized were also found to be identical to those observed in transparent materials, except for a two-orders of magnitude reduced intensity. Everything behaved as if the optical torque $\tau_o$ had been simply enhanced by a factor $\eta \approx 10^2$ (actually its precise value depends on the dye concentration) with respect to the ordinary electromagnetic torque $\tau_{em}$, that is

$$\tau_o = \eta \tau_{em} \quad (3.1)$$

This torque enhancement leads to a typical nonlinearity of

$$n_2 \approx 10^{-3} \text{ cm}^2/\text{W}$$

Besides the enhancement of the optical torque, there are other interesting phenomenological aspects worth being mentioned:

(i) The reorientation dynamics is essentially unaffected by the presence of dye; so from the applications point of view the only “price” we pay for the enhanced nonlinearity is in the absorption losses.
(ii) Depending on the specific dye employed, the torque can be also reversed in sign, that is one may have $\eta < 0$; in such cases the director $n$ will tend to be reoriented perpendicular to the electric field, instead of parallel [15,16].

(iii) The torque enhancement is present only if the light wavelength lies within the absorption band of the dye. However, the wavelength dependence of the torque does not follow simply the shape of the absorption band [17,18].

(iv) A dye-induced enhancement of similar magnitude has been observed also in the isotropic liquid phase, where the orientational nonlinearity is a standard optical Kerr one [19,20,21].

(v) The enhancement effect is exquisitely sensitive to the dye molecular structure [22]; even the isotopic substitution of hydrogen atoms with deuterium leads to a further doubling of the nonlinearity [23]!

So much for the phenomenology. But what is actually going on in dye-doped liquid crystals to give rise to such a strong nonlinearity enhancement?

First, one must realize that, although the dye effect appears as a multiplicative enhancement of the optical torque, as described by equation (3.1), it actually has nothing to do with the dielectric-anisotropy mechanism we have described in the previous section and that determines the optical torque $\tau_{em}$ of transparent NLCs. Indeed, an equation that better describes the actual physical situation is the following:

$$\bar{\tau}_o = \bar{\tau}_{em} + \bar{\tau}_{dye} \quad (3.2)$$

The additional torque $\tau_{dye}$ contributing to the total optical torque $\tau_o$ is due to a completely new mechanism related to light absorption by means of the dye dopants. The reason why the overall effect is equivalent to an enhancement is that the functional dependence of $\tau_{dye}$ on $n$ and $E$ is identical to that of $\tau_{em}$, that is

$$\bar{\tau}_{dye} = \varepsilon_0 \zeta (\bar{n} \cdot \bar{E})(\bar{n} \times \bar{E}) \quad (3.3)$$

This expression is the same as that given by equation (2.3) except for the replacement of the dielectric anisotropy $\varepsilon_a$ with a new constant $\zeta$ depending on the presence of the dye. Combining equations (2.3) and (3.3) in (3.2) and comparing the result with equation (3.1), one finds that the “apparent” enhancement factor is

$$\eta = 1 + \zeta / \varepsilon_a \quad (3.4)$$

The fact that the expressions of $\tau_{em}$ and $\tau_{dye}$ are identical seems at first a quite extraordinary coincidence! However, it is not a coincidence at all, but rather the necessary result of symmetry considerations, once the following assumptions, valid for a wide class of possible mechanisms, are made [24]:

- the response is local in the material and optical fields (that is, it does not depend on gradients);
- the response is instantaneous in time (for the time scales of typical experiments) and independent of the system history;
the response is nonmagnetic;

- we consider only the lowest useful order in the optical electric field $E$ (that is, the quadratic one, as the linear one averages to zero owing to the optical oscillations).

We note that the first assumption excludes possible coupling effects between the director and several gradients that may arise in the light-absorbing materials (such as thermal gradients, flows, etc.). The second and third assumptions are very general. The last assumption is violated when saturation of dye absorption (so-called “bleaching”) occurs. This however usually requires intensities that cannot be easily achieved using continuous-wave lasers, unless metastable states (triplet, or isomers) are excited.

Therefore, equation (3.3) can be determined without need for a detailed microscopic model of the phenomenon. However, such a model is required in order to predict the value of $\zeta$ of a given material. A complete model should also explain all the phenomenology we discussed above. We note that, unlike the case of transparent NLCs where the phenomena are approximately reversible and therefore susceptible of a thermodynamic macroscopic description, here the phenomena induced by light absorption are irreversible and therefore require a fully microscopic molecular description. The first microscopic model has been proposed by I. Jánossy himself and is the object of the next section.

### 3.1 Jánossy’s model: description

This model was published by Istvan Jánossy in 1994 [25] (see also Ref. [24] for a critical revision) and it is based on two main processes. The first is the anisotropic photo-selection of dichroic dyes dissolved in the NLC arising because the probability of light absorption is given by $p \propto \cos^2 \alpha$, where $\alpha$ is the angle between the optical electric field $E$ and the molecule transition dipole. The latter is fixed with respect to the molecule reference frame. In many dichroic dyes it is parallel to the dye molecule long axis, and we assume so in the following.

This photo-selection is however not enough to give rise to a torque acting on the molecular director, unless the NLC host molecules are somehow able to “tell the difference” between photo-excited and ground-state dye molecules. Indeed, the orientational distribution of the overall dye population is
not affected by the photoinduced excitation. Therefore, something must change in the interaction of photo-excited dye molecules with the host or otherwise the photoinduced effects will remain invisible to it. Jánossy postulated that the potential describing the orientational interactions could be different for excited and ground-state dye molecules, as pictorially illustrated in the following figure.

In plain English, the excited dye molecules on the $E$ side will “attract” the orientation of $n$ stronger than the ground-state dye molecules, which are more abundant on the opposite side (where excitation was unlikely). This interaction bias will generate the dye torque $\tau_{\text{dye}}$. The readers of this simple explanation who are concerned with issues of conservation of total angular momentum can be reassured by reading Refs. [24,26].

Now, how is this idea turned into a detailed model? Adopting the diffusional approximation, we assume that the orientation of rod-like dye molecules evolves in small rotational steps. This allows using Smoluchowsky equations for the rotational kinetics [27]. Moreover, a mean-field approach can be used to describe the orientational interactions of dye molecules with the molecular director $n$. We must distinguish between ground state ($g$) and excited ($e$) dye species. Denoting with $f_i(\theta,\phi)$ with $i = g,e$, the corresponding orientational distributions (normalized to molecule number per unit volume), which are functions of the polar angles of the molecule long axis, the dynamical dye equations take the following form:

$$\frac{\partial f_i}{\partial t} = D \nabla^2 f_i + \frac{D}{kT} \nabla \cdot (f_i \nabla U_i) + W_i$$

$\quad i = g,e \quad (3.5)$

(Other notations: $\nabla$ is the angular part of the ordinary nabla differential operator, $k$ is Boltzmann constant, $T$ the absolute temperature, $p$ is the absorption probability, $\tau_e$ is the dye excited state lifetime).

Once the steady-state orientational distributions $f_i(\theta,\phi)$ are obtained using Eqs. (3.5), the corresponding dye torque $\tau_{\text{dye}}$ may be calculated by summing up the mean-field orientational interactions of all dye molecules with the molecular director [24]:
Here $s$ denotes the unit vector of a given dye orientation and the integral must be taken over the whole solid angle. By this approach, one finds that a torque will arise only if $U_e \neq U_g$, that is only if excited dye molecules interact with the host differently from ground-state ones.

The dye dynamics can be visualized as a random walk on the sphere of possible orientations. In the limit case of very strong (with respect to thermal agitation) excited-state potential ($U_e \gg kT$) and vanishing ground-state potential ($U_g \ll kT$), one has the situation depicted in the following figure [26]:

In this limit case, the torque on the director arises from excited-state dye molecules only (because $U_g \approx 0$), as a reaction to the torque causing their rapid drift toward the director (here located at the “north pole”).

We conclude this section by mentioning that an interesting analogy of this model with those developed to describe biological molecular motors has been recognized by Peter Palffy-Muhoray and Weinan E [28].

### 3.2 Jánossy’s model: quantitative comparison with experiment

The main prediction of Jánossy’s model is the value of $\zeta$, giving the magnitude of the dye torque (see equation (3.3)). However, this quantity depends on the dye concentration and on the cross-section for light absorption. To characterize the single-dye-molecule efficiency in contributing to the torque after the absorption of a photon, the following merit figure $\mu$ has been introduced [29]:

$$\mu = \frac{\zeta}{(n_e \alpha_e + 2n_o \alpha_o) \lambda S}$$  \hspace{1cm} (3.7)

Here $\lambda$ is the light wavelength, $S$ the NLC order parameter, $n_e = \sqrt{\varepsilon_\parallel}$ ($n_o = \sqrt{\varepsilon_\perp}$) is the refractive index for a pure extraordinary (ordinary) wave, and $\alpha_e$ ($\alpha_o$) is the corresponding absorption
coefficient. For sufficiently small dye concentration, $\mu$ is independent both of it and of the dye absorption cross-section [29].

To predict the value of $\mu$ one must solve numerically the equations of Jánossy’s model. However, in the limit of small dye anisotropy, an analytical solution can also be found, which is at least useful for identifying the important microscopic parameters. This solution is as follows:

$$
\mu = \frac{2}{15\hbar} \left( \frac{\tau_e}{1 + 6D\tau_e} \right) (u_e - u_g)
$$

(3.8)

In this expression, we assumed the form $U_i(\theta) = \frac{1}{2} u_i \cos^2 \theta$ (where $\theta$ is the angle between the dye molecule axis $s$ and the director $n$) for the mean-field potentials, that is the simplest compatible with the system symmetry. Therefore the lower-case $u$’s in equation (3.8) (and in the following) denote the mean-field energy coefficients characterizing the strength of the orientational interactions. Now, $\tau_e$ and $D$ can be determined from time-resolved fluorescence. Typical values are $\tau_e \approx 1 \text{ ns}$ and $D \approx 0.1 \text{ ns}^{-1}$. The ground-state energy coefficient $u_g$ determines the dye equilibrium orientational distribution and can be obtained from the measured dichroism (that is from the absorption anisotropy, given by $\alpha_e$ and $\alpha_o$). A typical value is $u_g \approx 0.5 \text{ eV}$. However $u_e$ cannot be easily determined experimentally and so far nobody has determined it independently of $\mu$ itself. Therefore we cannot currently predict the precise value of $\mu$ within the framework of this model. What we can do is only verifying if the numbers are reasonable. However, this is best done using more precise numerical calculations to solve the model equations. Plotting the results obtained for different values of $u_e$ (relative to $u_g$) versus the dimensionless factor $m_g = u_g S/2kT$ that characterizes the orientational equilibrium anisotropy in the dye ground state, one obtains the following plot:
The yellow dots in the figure are two experimental values of the Jánossy effect for two different NLCs having different order parameter (5CB, see section 3.4 for its molecular structure, and E63, cyanophenyl nematic mixture produced by Merck). This plot shows that Jánossy’s model predicts correctly the order of magnitude of the dye torque. However, the model is not quantitatively right when it comes to a more precise prediction. In particular, for higher values of $m_g$ the predicted merit figure (and therefore the dye torque) vanishes exponentially, and therefore it cannot account for experimental values for any reasonable choice of the molecular parameters.

3.3 State-dependent mobility model

A way to solve this problem was proposed by D. Paparo and myself in 1997 by generalizing Jánossy’s model [24]. The idea is rather simple. Instead of assuming that the main difference between excited and ground state dye molecules is in the mean-field potentials $U_i$’s, we formed the hypothesis that what actually changes during electronic excitation is the rotational diffusion constant $D$ of the dye molecules. In other words we assumed that

$$D_e \neq D_g$$

But why should this fact contribute to the dye torque?

One can gain a qualitative insight into the mechanism generating the torque in the limit $D_g \gg D_e$ by looking at the following schematic figure.

As we see, the combined kinetic processes of photo-excitation and state-dependent diffusion give rise to a net accumulation of dye molecules (both ground-state and excited) having the same orientation as the optical field $E$ (for $D_g < D_e$, the accumulation is instead in a plane orthogonal to $E$). This anisotropic orientational distribution of the whole population of dye molecules then gives rise to the torque via the mean-field potentials $U_i$ (and this occurs even if $U_e = U_g$).
The rotational diffusion constant \( D \) of a molecule is linked, via Einstein’s relation, to the rotational mobility \( D/kT \) and to its inverse, the rotational molecular friction coefficient \( kT/D \). Thus one can also say that the fundamental driving force for the dye torque in this model is a light-induced modulation of molecular mobility or friction. This mechanism can be linked again to the subject of molecular motors, giving rise to a new model of “fluctuating-friction” molecular motors [30,31].

The rotational molecular mobility is determined by the strength and nature of the intermolecular interactions (not only the anisotropic ones) between the dye and liquid crystal solvent, so this model can be considered as a straightforward variant of Jánossy’s one. Formally, its main equations are still Eqs. (3.5) and (3.6), after replacing \( D \) with a state-dependent constant \( D_i \). One can also combine the two contributions of a state-dependent mean-field potential and diffusion constant. The small dye anisotropy approximation then leads to the following expression for the torque merit figure (generalizing Eq. 3.8):

\[
\mu = \frac{2}{15h} \left( \frac{\tau_e D_e}{1 + 6D_e \tau_e} \right) \left( \frac{u_e - u_g}{D_e / D_g} \right)
\]

This expression, as Eq. (3.8), is useful for identifying the role of the different molecular parameters. To make a quantitative comparison with experiments is instead necessary to perform numerical calculations. In the case \( u_g = u_e \) and \( D_g \neq D_e \), the torque merit figure versus the dye-anisotropy parameter \( m_g \) is now given by the following graph.
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where the yellow dots are the experimental values (the same as in the previous graph). Interestingly, the exponential decay for large values of \( m_g \) is now replaced by a much slower power-law decay. This behavior is best understood by the molecular-motor analogy, as discussed in Ref. [30,31]. As a consequence, we find now that data can be quantitatively explained if we assume \( D_g/D_e \approx 2 \). This mobility state-dependence is large but not unreasonable.

Indeed, in the literature one finds a few (but only a few) examples of molecules having a rotational mobility that is strongly dependent on the electronic state, even by a factor two [32,33,34]. Moreover, kinetic coefficients such as the rotational mobility are usually “activated quantities”, that is, they exhibit an Arrhenius temperature dependence. More precisely, a kinetic \textit{ab initio} theory [35]
shows that the rotational mobility of a rod-like molecule in a liquid crystal solvent can be cast in the following form:

\[
D = D_0 e^{-\frac{E_0 + E_1}{kT}}
\]

Here \(D_0\) is a prefactor that is non-exponentially dependent on temperature \(T\). The energy \(E_0 + E_1\) is called “activation energy”. At room temperature \(D\) may be very sensitive to the activation energy.

A change \(\Delta E_0 / E_0 \approx 10\%\) yields \(D_g/D_e \approx 2\) (neglecting the dependence of \(D_0\) on \(E_0\)). This shows that the rotational mobility may be very sensitive to changes of intermolecular forces and supports the plausibility of a strong internal-state dependence.

Finally, as shown by Eq. (3.9), the dye torque can be also explained by a combined photoinduced change of mean-field energy \(u\) and rotational diffusion constant \(D\) (in which case smaller photoinduced changes would be required for each quantity). It could be possible to distinguish these two contributions by fitting the measured temperature dependence of Jánossy effect (however one has to introduce some additional assumptions about the temperature dependence of \(u_i\) and \(D_i\)). This was accomplished in Ref. [29], with the following results:

These results for the ratios \(u_e/u_g\) and \(D_g/D_e\) are quite reasonable. However, we cannot consider them yet as a “final” proof of the correctness of the described model. Such a proof would need an independent measurement of \(u_e/u_g\) and of \(D_g/D_e\), not deriving from the Jánossy effect itself. This measurement is possible in principle by using techniques of time-resolved optical spectroscopy, although for several reasons it is not a simple task. Only very recently, an independent measurement
of the ratio $D_g/D_e$ was accomplished for some selected materials exhibiting a strong Jánossy effect [36]. The obtained ratio was $D_g/D_e = 1.4\pm0.1$, in good agreement with what needed to explain the observed Jánossy effect for the employed light wavelengths (even assuming $u_g = u_e$). We believe that this last result, if confirmed, proves that the correct explanation for the Jánossy effect must be certainly based on the photoinduced change of rotational mobility of dye molecules. An additional contribution from the photoinduced change of mean-field orientational potential is likely, although its magnitude is still uncertain.

### 3.4 What happens inside a dye molecule

So we have seen that to explain the large dye-induced optical torque in Jánossy effect we need a large photoinduced variation of dye-solvent intermolecular interactions. But what could actually occur inside a dye molecule to make it change so much in the photo-excited state?

This question is also a question on the nature of the photo-excited state actually involved in the mechanism described in the previous sections. Is it the electronic excited singlet state (commonly labeled $S_1$, while the ground state is labeled $S_0$) excited immediately by the photon absorption, or rather some more exotic state (such as a long-lived conformation isomer, a tautomer, or a triplet state) that takes over shortly afterwards?

Actually, there is a wide class of dye molecules, the “azo dyes”, that are known to undergo trans-cis conformational isomerization as a result of photo-excitation, corresponding to a large photoinduced change of molecular shape, as shown in the figure on the side. This large change of conformation can obviously account for a large change of intermolecular interactions. And indeed many azo dyes are very effective in Jánossy effect, although they almost always give rise to “negative” torques (that is with $\zeta < 0$).

Azo dyes attracted a great deal of attention in the last years, because under polarized illumination they proved capable of reorienting the molecules of materials that are much more “rigid” than liquid crystals, such as glassy polymers and thin solid molecular films [37]. In these materials the photoinduced reorientation can be permanent, and therefore suitable for applications in fields such as optical storage, material optical processing, etc.

However, among the most effective dyes giving rise to the Jánossy effect in liquid crystals are anthraquinone dyes, which are known not to undergo photoisomerization, nor other large photoinduced conformational transformations (they were also the first dyes used by Jánossy when he made his discovery). Moreover, they are the only known dyes for which $\zeta > 0$ (although azo dyes in their metastable cis form seem to exhibit positive effects too). One of the simplest examples of these dyes is the 1-amino-anthraquinone (1AAQ), shown in the figure on the side (the anthraquinone core is in black, the substituent amino group in red).
For anthraquinone dyes, the relevant photo-excited state is likely to be simply the first-excited singlet electronic state $S_1$. A first strong piece of evidence in favor of this conclusion was provided by Ref. [23], where the factor $\zeta$ (or $\mu$) characterizing the strength of the Jánossy effect was shown to be well correlated with the effective lifetime $\tau_e/(1+6D_e\tau_e)$ of the electronic state $S_1$ (entering Eqs. (3.8) and (3.9)). The effective lifetime was changed, while keeping everything else fixed, by replacing the dye hydrogen atoms with their deuterium isotopes. Another piece of evidence is now provided by the independent measurement of the ratio $D_g/D_e$ mentioned in the previous section, which refers to the electronic states $S_0 (g)$ and $S_1 (e)$ of the dye molecule [36].

But how can a simple electronic excitation affect the intermolecular interactions to such an extent that $D_g/D_e \approx 1.4$ or more? The answer is related to the fact that the electronic excited state $S_1$ is characterized by a certain degree of intermolecular displacement of electronic charge, as schematically illustrated in the following figure.

This figure shows the wavefunction amplitude of the highest occupied molecular orbital (HOMO, emptied by the excitation) and lowest unoccupied molecular orbital (LUMO, filled after the excitation) of 1AAQ involved in the photoinduced electronic transition (single-electron approximation). These orbitals are actually delocalized $\pi$ molecular orbitals calculated by the approximate method of linear-combination-of-atomic-orbitals (LCAO). The circle radii in the figure are proportional to the $p_z$-orbital amplitude on the corresponding atomic site, blue and yellow colors denoting opposite signs of the wavefunction. The most important thing we must notice here is the large displacement of electronic charge taking place from the nitrogen atom of the substituent group to the anthraquinone core. This *intra-molecular charge transfer* bears all the premises for leading to significant changes in electrostatic intermolecular interactions of the dye with neighbor molecules. This expectation is confirmed by the observation that polar NLCs are more effective than nonpolar ones in the Jánossy effect [22,29].

In particular, one specific kind of interaction that is particularly affected by electronic excitation and that takes place between many kinds of effective anthraquinone dyes and polar liquid crystal solvents is *hydrogen-bonding*, as that shown in the following figure (here the NLC is 4-pentyl-4'-cyanobiphenyl, 5CB).
By enhancing the strength of hydrogen bonding, the photoinduced excitation is likely to lead to both an increase of mean-field energy $u$ and a decrease of rotational diffusivity $D$, both effects which would contribute to the Jánossy effect as explained in the previous sections.

### 3.5 To summarize

Generally speaking, we may say that Jánossy effect belongs to a class of photophysical effects based on the *photoinduced reversible change of intermolecular interactions*, amplified by the sensitive orientational response of the host (NLC).

A typical example of this class of effects is that based on the photoinduced *conformational transformations* (azo-dyes). Known effects are photoinduced alignment of polymers and Langmuir films, and photoinduced nematic-isotropic transitions. These effects are apparently always “negative”: they favor a molecular alignment orthogonal to the optical electric field.

In Jánossy effect, we seem to have an example of a more subtle mechanism: *electronic excitation alone modifies hydrogen-bond interactions*, and this affects a *sensitive kinetic coefficient*, namely dye rotational mobility. A *molecular-motor-like mechanism* transduces this into a torque acting on the director. This is currently the only known mechanism for a “positive” photoinduced torque.

We may conclude this section by noting that even in the important case of azo dyes, relevant for many photoinduced orientation effects in organic materials suitable of being used in applications, photoisomerization is probably not the whole story. Molecular effects somehow related with the sole electronic excitation similar to what has been found with anthraquinone dyes could play a role whose significance is still to be established. This is the subject of current research.
4. Photorefractive liquid crystals

The photorefractive nonlinearity effect in liquid crystals has been predicted and experimentally demonstrated for the first time in 1994 by E. V. Rudenko and A. V. Sukhov [38] (followed shortly afterwards by I. C. Khoo and colleagues [39]). It is an indirect effect based on the following three main steps:

(i) Photoinduced generation of space charge in form of ions.
(ii) Charge separation by diffusion generating a dc electric field
(iii) Electro-optic response to this dc field giving rise to a refractive index modulation

This phenomenon is well known for certain solid-state materials (such as semiconductors), in which it gives rise to one of the highest known nonlinearities [2]. However, liquid crystals have the potential to develop an extremely large photorefractive nonlinearity, owing to their strong electro-optic response.

Let us now see how it works in more detail, in the specific case of nematic liquid crystals (NLC). The next figure shows schematically what occurs when a single laser beam crosses a liquid crystal cell. The photoinduced generation of space charge may arise from photochemical effects or photoionizations that can take place in suitable dopants (although smaller effects are possible even in pure NLCs, due to impurities).

However, the generated positive and negative ions are uniformly distributed in the illuminated region of the sample (neglecting the small intensity gradients associated with the beam profile). The
subsequent ionic diffusion will not affect this uniform distribution, so there is no mechanism acting to separate charge and thus giving rise to electric fields. Therefore, the photorefractive nonlinearity is negligible for a single laser beam (although a small effect may actually take place due to intensity gradients, especially for strongly focused beams). To obtain charge separation, we need to have a strongly nonuniform light. This is conveniently achieved when two coherent laser beams overlap and thus create an interference intensity grating in the sample, as shown pictorially in the following figure.

In this case, ions are generated preferentially in the maxima of interference fringes. The subsequent diffusion of these ions out of these regions can then give rise to separation of opposite charges, owing to the different values of the diffusion constant of positive and negative ions. For example, in the limit case in which positive ions have very low mobility and negative ions a very high one, one would obtain a situation as that depicted in the following figure.
It can be seen that positive ions are still preferentially located in the stripes of high light intensity, while negative ions have assumed a more uniform distribution. The separation of opposite charges corresponds to the formation of a net charge density grating which, in turn, originates a dc electric field grating, as illustrated in the next figure.

This internally generated dc field alone could already give rise to a nonlinear refractive index modulation via the electro-optical response of the material. In most cases, however, to obtain an effective nonlinearity one must add also a large longitudinal dc field (the reasons for this are discussed later), as shown in the next figure.
The total dc electric field resulting from the external one and the internally generated space-charge field then drives the molecular director reorientation, as illustrated in the following figure.

This director modulation is seen by extraordinary light waves propagating in the sample as a nonlinear refractive index grating. This step completes our pictorial description of the photorefractive nonlinearity mechanism.

Let us now discuss the reasons for adding the external dc field. The first motivation is common to all photorefractive materials: the directional drift processes driven by the external field may enhance the space charge separation that would be obtained by random diffusion only [2]. However this effect is greatest when the external field is transverse to the grating (that is parallel to the grating wave-vector), which is far from the geometry we have described. The reasons for adding a longitudinal dc field are instead specific of liquid crystalline materials and are related to the fact that the dominant electro-optic response of liquid crystals, unlike the case of other photorefractive materials, is quadratic (instead of linear) in the electric field (because it is controlled by a torque analogous to that of Eq. (2.3)). Now, it is easy to verify that the space-charge-generated electric field $E_s$ is modulated approximately as the interference grating, that is $E_s = E_0 \cos(q x')$, where $x'$ is an axis along the modulation direction and $q = |k_2 - k_1|$, $k_1$ and $k_2$ being the wave-vectors of the two interfering beams. Then, the index modulation induced in the sample in the absence of external field is

$$\delta n \propto E_s^2 \propto \cos^2(q x') = \frac{1}{2} + \frac{1}{2} \cos(2 q x')$$

that has a spatial frequency $2q$. It can be shown that such an index modulation is ineffective for the nonlinear coupling effects (such as mutual phase modulation, energy transfer, etc. [2]) between the two laser beams. Effective coupling requires instead the validity of the so-called \textbf{phase-matching condition}, corresponding to having a refractive index modulation with spatial frequency $q$. When the external dc field $E_{\text{ext}}$ is added, the index modulation is given by

$$\delta n \propto E^2 = (E_{\text{ext}} + E_s)^2 = E_{\text{ext}}^2 + 2 E_{\text{ext}} E_s + E_s^2 = E_{\text{ext}}^2 + 2 E_{\text{ext}} E_0 \cos(q x') + E_0^2 \cos^2(q x').$$

The second term in the last expression is then modulated with spatial frequency $q$ and thus provides a good phase matching. Moreover, if $E_{\text{ext}} \gg E_0$, the index modulation given by the
term $2 E_{\text{ext}} E_s$ is much larger than that given by the term $E_s^2$, and the overall nonlinearity is therefore enhanced.

The next figure summarizes all the gratings involved in the process (assuming, as an example, that negative ions have a greater mobility than positive ones):

Here $\delta \theta$ denotes the angle of director rotation and the refractive index variation $\delta n_{\text{eff}}$ is proportional to it, as in Eq. (2.8).

An interesting point to be noticed here is that the refractive index grating is shifted by a quarter of period (corresponding to a phase-shift of $\pi/2$) with respect to the light intensity $I$ grating. This nonlocal behavior, characteristic of photorefractive nonlinearity, is especially important as it makes possible the phenomenon known as beam coupling (that is the process of energy transfer between the two interfering light beams) [2], which is otherwise forbidden for local nonlinearities (it is actually still possible if the phase shift occurs in time instead of in space, but this may occur only when the two beams have different frequencies [2]).

It must be also added that these energy transfer processes may also trigger amplification of a new light beam starting from noise only. Therefore the need to have two interfering beams in the input is removed, if the nonlinearity is sufficiently strong. A single input beam may spontaneously give birth to one or more output beams. In this case, one usually talks of stimulated light scattering [1,2].

Finally, we must warn the readers that what has been described here is only the simplest and most basic scheme for the photorefractive nonlinearity. Other more complex phenomena may contribute to it, or add to its complexity. We mention, for example, that dielectric and conductivity liquid crystal anisotropies in a suitably inhomogeneous configuration may act as additional sources of space charge, independent of photoionization processes. Dc electric fields and space charging may also trigger fluid flow, which in turn is coupled to all other material anisotropies. We refer the interested readers to the works by I. C. Khoo and his colleagues [39,40].
Although photorefractive nonlinearity is very different from Kerr-like nonlinearities, one can still characterize its strength by means of an $n_2$ coefficient, defined in this case as the ratio of refractive index to intensity modulation amplitude. In this case one has the following

\[ n_2 \approx 10^{-2} - 10^{-1} \text{cm}^2/\text{W} \]

This figure is typical for the materials investigated so far, and for concentrations low enough that the absorption coefficient remains reasonably small ($\approx 1\text{-}10 \text{ cm}^{-1}$). However, it must be emphasized that no systematic material optimization has been attempted so far. There may be a significant potential for optimization, especially based on increasing the difference in the mobilities of opposite ionic species. The already very large value of $n_2$ and the potential for further improving makes of the photorefractive nonlinearity perhaps the most promising current candidate for applications based on liquid crystal giant optical nonlinearity. However, further research is still needed, in particular to solve material problems such as the limited photostability of dyes and the presence of unwanted irreversible effects.
5. Photothermal-orientational effects

Light absorption always gives rise to local heating and this in turn may induce different effects related with molecular order, among which the so-called thermal-indexing, that is the change of refractive index due to heating. Although this simple indirect nonlinear phenomenon is common to all absorbing materials, liquid crystals are special under many respects, owing to their peculiar orientational order [10]. In particular, by making reference to the typical dependence on temperature of extraordinary and ordinary refractive indices of a nematic liquid crystal (NLC), shown in the following figure, we identify two main unusual features.

The extraordinary index \( n_e \) has an extremely large derivative \( |d n_e / dT| \) giving rise to a very strong negative optical nonlinearity. This nonlinearity, as typical for thermal indexing, is negative because the laser-induced heating leads to a decrease of refractive index \( (n_2 < 0) \).

The second peculiar feature is instead the positive value of the ordinary index derivative \( d n_o / dT \), which gives rise to a positive optical nonlinearity, which is highly unusual for thermal indexing effects.

The typical strength of thermal-indexing optical nonlinearity is the following.

\[
\text{thermal-indexing nonlinearity: } \quad n_2 \approx 10^{-3} \text{ cm}^2/\text{W} \quad \text{(when } n_e \text{ is involved)}
\]

As in the previous cases, however, this figure actually depends on parameters such as the absorption coefficient and the sample size and geometry, which control the process of heat diffusion.
6. Surface-driven effects

Several kinds of photochemical and photophysical effects may trigger large variations of the anchoring conditions present at the sample surfaces [41,42]. These changes of anchoring conditions, in turn, may drive a bulk reorientation of the molecular director, leading to a variation of the average effective refractive index seen by extraordinary waves. Following an unwritten but often adopted convention, we consider such phenomena as a mechanism of “surface-driven optical nonlinearity” only if they are reversible on a sufficiently short time scale (say few seconds or less). If the imposed surface changes are instead permanent or decay on a long time scale, they are more commonly referred to as photoinduced alignment effects, and fall outside the scope of the present primer (see Ref. [43] for a recent review).

Among the many different effects that may affect the surface anchoring, we mention as an example cis-trans photoisomerization and photoinduced absorption-desorption effects. A sort of surface-related photorefractive effect in which free charge located at the surface is optically generated is also possible and has been proposed to explain certain phenomena. However, there probably are many other still unexplored effects, and much work is still needed to understand all the observed phenomena.

From the point of view of applications, with current materials the surface-driven nonlinearity can be quite large, but it usually suffers from the unavoidable presence of irreversible effects and from a very slow dynamics.
7. Perspectives

Before concluding this paper, it is worth mentioning that the well known dye methyl-red (an azo-dye) in NLCs was recently found to give rise to a striking nonlinearity as large as 6 cm²/W [44]. It has been proposed by the discoverers that this huge nonlinearity is the result of a very effective photorefractive effect. However, other workers have observed also strong surface-driven effects taking place with the same dye [45], and this issue is currently unsettled. Nonetheless, this discovery shows that even without systematic efforts for material optimization, the giant nonlinearity of photosensitive liquid crystals keeps breaking all previous records. This trend allows us to be reasonably optimistic about the future prospects of these materials.

As discussed in the introduction, a large optical nonlinearity can be used for building a device for “optically-addressed spatial light modulation” (OASLM). Commercial OASLM devices already exist. However, they are based on a composite complex design (Hughes LC valves [46]) and require the external application of an ac field, as they exploit the NLC electrooptic response. Replacing this system with a simpler one based on the new nonlinear materials would allow cheaper fabrication, simpler operation, higher spatial resolutions, and an easier inclusion into integrated devices.

Among the possible current and near-future applications of OASLM devices, we mention image processing, incoherent-coherent image converters, analog optical information processing, adaptive optics, intracavity laser pulse-shaping, and real-time holography.

More long-term goals will be integrated all-optical computing, integrated logical optical gates, and perhaps, one day, even optics-based quantum computing.
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