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N The LHC Physics Motivations

The study of elementary particles and fields and their interactions
Elemants of the Standared Meesl
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O — »The Standard Model is incomplete
. » LHC addresses several leading questions in particle physics
Maﬁefoﬁ. v" Source of Mass (M, =0 vs. My, = 89.4 GeV)

= Higgs particle?

= Supersimmetry?
v" Are quarks fundamental? Are there more quarks?
v Source of Dark Matter
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INFN The LHC Physics Motivations
.Supersymme try (SUSY) pamdg

Establishes a symmetry between fermions (matter)
and bosons (forces):

- Each particle p with spin s has a SUSY partner p
with spins -1/2

- Examples q (s=1/2) > q(s=0) squark

- Supersynunetnc

g (s=1) = g(s=1/2) gluino
"'shadow " partlcl

Our known world Maybe a new world?

Standard-Teilchen SUSY-Teilchen Why SUSY is so interestin 9?

- Unification

- Solves some deep problems of
the Standard Model

- If the Lightest SUSY particle is
stable we have a “natural”
explanation of Dark Matter

Higgs

Quarks @ Leptonen @ «raitieichen Squarks () Sieptonen () SUSY-Kraftteilchen
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INFN Physics at LHC: the challeng N
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i The LHC machlne is fully mstalled and was

| ready to start operation with single beams on
| 10t September 2008, but it is now delayed
for several months until next spring after an
incident that happened on 19th September

The Large Hadron Collider

| Is a 27 km long collider ring

housed in atunnel about 100 m
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INFN Collisions at LHC

Proton-Proton 2835 bunch/beam

Protons/bunch 10"
Beam energy 7 TeV (7x10'2 eV)
Luminosity 103 em? s

Crossing rate

Proton

Parton
(quark, gluon)

Selection of 1 in
10,000,000,000,000

Particle

jet

Event rate:
—> very powerful detectors needed

N=Lx o (pp)= 10° interactions/s
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A Toroidal LHC ApparatuS

37 Countries
167 Institutions
2000 Scientific Authors total
ITALY
Institutions
~ 200 Members
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Marocco

Netherlands

Norway
Poland
Portugal
Romania
Russia
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Japan
Morocco

CEA
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- IN2P3

Georgia
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Brazil
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China
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Argentina
Denmark
France
France
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Germany - MPI
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Turkey
United Kingdom

Spain
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Sweden

Poland
Switzerland

Portugal

Republic of Belarus
Russia

Russia - JINR

Norway
rbia and Montenegro

Romania
Slovenia
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s The ATLAS Experiment S
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Muon Detectors Electromagnetic Calorimeters

46 m

Forward Calorimeters

Solenoid

End Cap Toroid

Tracking Elertromagnetic Hadron Muon

charmber calorimeter  calorimeter chamber

Barrel Toroid Inner Detector

Hadronic Calorimeters ph[)tons

e
Length: ~46 m ot
Radius: ~24 m MUOhs

M .
Weight: 7000 Tons rt p
~ 108 electronic channels ’

n

~ 3000 km of cables —

Innerrost Layer... P .. Cutermost Layer
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The very first beam-splash
event from the LHC in
ATLAS
on 10:19, 10" September

http://atlas.ch
first beam event seen in ATLAS '
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mﬁ The ATLAS events

A = Bl e .. and in large quantity
@ high luminosity

Event rate = 1 GHz
Trigger rate = 200 Hz

Event data flow from on-line to
off-line = 320 MB/s

U
> ~ 2 PB/year of RAW data

> Processing, Reprocessing and user
analysis need (10%) CPUs full time and
produce O(PB/year) of derived data

.. are heavy ..

gy - ow Fd
LAY -1
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There is no way to concentrate all needed

computing power and storage capacity at CERN
High granularity detectors needed

. .
(10° electronic channels) Necessity of Distributed Computing and GRID.

Y . The LHC Computing 6rid (LC6) provides the world-
Very large event size = 1.6 MB wide infrastructure used by ATLAS to distribute,
process and analyse the data.
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m?:? The ATLAS Computing Model

(G

P ., Hierarchical Computing Model optimising

Tier Cloud Model the use of the resources
« need to distribute RAW data for storage and

reprocessing
« distribute data for analysis in various formats in
order to make access for analysis as easy as
possible for all members of the collaboration
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* All Tier-1s have predefined
(software) channel with CERN
and with each other

* Tier-2s are associated with one
Tier-1 and form the cloud

* Tier-2s have predefined channel

with the parent Tier-1 only. @

Tierl. Data storage and
reprocessing of data with better
calibration or alignment constants

Tier-2. Simulation and user Analysis
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Estituto Nazionale
di Fisica Nucleare
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INFN The ATLAS Computing Mode/

Catania, 11 Febbraio 2009

Three Grid middleware infrastructures are used by the ATLAS
distributed computing project:

» EGEE (Enabling Grids for E-sciencE) in most of Europe and the rest of
the world

> NorduGrid in the Scandinavian countries
» OSG (Open Science Grid) in the USA

The Atlas Grid tools interface to all middleware types and provide
uniform access to the Grid environment

» The VOMS database contains the computing information and the
privileges of all ATLAS members; it is used to allow ATLAS jobs to run
on ATLAS resources and store their output files on ATLAS disks

> the DDM (Distributed Data Management) system catalogues all
ATLAS data and manages the data transfers

» The ProdSys/Panda production system schedules all organised data
processing and simulation activities

> The Ganga and Pathena interfaces allow the analysis job submission:
jobs go the site(s) holding input data and output data can be stored

locally or sent back to the submitting site.
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GANGA: a single tool to submit/manage/monitor the user jobs on GRID

Functional Blocks: a job is configured by a set
of functional blocks, each one with a well

defined purpose Grid and local execution allowed.

Grid backends include all the
three middleware flavours

[ Aoplicati What to run
ication
DP Frontends Backends
Where to run @
Backend

Grids

Data read by application

Input Dataset

Data written by application

Job
|

Output Dataset

f— ; Rule for dividing into subjobs
Splitter ;

Rule for combining outputs

Merger

> Interface via a command-line or a GUI
> Users don't need to know where data are
located and where jobs run.
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Napoli is one of the four ATLAS Italian Tier2s with Milano, Romal and Frascati (s}).

Provides pledges resources to the whole ATLAS collaboration for Monte Carlo
simulation and analysis and in particular to italian users.

0 Computing Resources:

> B0 WN, 260 cores, 580 kSI2k
0 Storage Resources:

» SAN architecture

» 260 TB

» 12 disk servers
Q Local Services:

» CE, SE, DPM, HLR, Monitoring

Two-site structure:

» INFN site in the Physics Dept.
» SCoPE “Federico IT" site INFN site

linked by 10 Gbps fibre connection » 3 ATLAS racks

> 1 SCoPE prototype rack
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INFN Napoli ATLAS Tier2

The Napoli ATLAS farm started its operation as official Tier2 in the first half of
2006. Since then we have been running continuously.
Wall time usage ”P
since Oct 06. It's : . l‘ I
evident the }
increasing in the (|
available computing ) WJ 1L
resources
mmmwwmﬂ W\M W “ U U\M i
- Oct 06 - L Eeb 09 —
Main activities in the Tier2 by the Napoli In the meantime we participated to every
and other ATLAS groups: kind of test organised by ATLAS or WLCG:
» Muon Trigger (LVL1 and EF) » Functional Tests
> Muon Reconstruction > Throughput Tests
> RPC calibration and analysis » Distributed Analysis Tests (Hammer Tests)

> Supersimmetry Searches » CCRCO8 (Combined Computing Readiness
Waiting for data to get physics results Challenge 2009) with all the LHC experiments

Catania, 11 Febbraio 2009
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m:r? Napoli ATLAS Tier2
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Network connection between SCoPE, INFN and POP GARR

Sala controllo SCoPE

6 coppie monomodali 6 coppie monomodali

Sala Campus 6Grid Capannone SCoPE

Centro stella Fisicaé]

|
[
I I I I ® 10 rack TIER-2

TIER-2 ATLAS |
(edif. Fisica)

10 coppie monomodali

10 fibres connecting at 10 Gbps the 10 ATLAS
racks in the SCoPE site with the INFN site.

2x10 Gbit

UNINA

SCOPE

Gb /.l‘

2x1 Gbit

POP GARR
M.S. Angelo

INFN NAPOLI

10 Gbit

IER2
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INFN

Napoli ATLAS Tier2 N
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SCoPE site
> 10 racks for ATLAS

> the new ATLAS resources (WN and
storage) have been installed in the SCoPE
site

> the SCoPE resources will be used by
ATLAS accordingly to the fair share
policies among the supported VOs

So far

> the ATLAS job submission on the
SCoPE prototype has been successfully
tested

> Ganga configuration has been modified
in order to use the SCoPE Grid services
(CE and Resource Broker)

» The ATLAS central sw installation
procedure includes the SCoPE CE.
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The LHC Physics Program has breakthrough discovery potential, will
make an enormous number of precision measurements, and therefore is
the leading component of the world High Energy Physics program from
for the next ~20 years.

» We are really excited with the physics starting soon! The new LHC
schedule has been defined last week. We will be taking data
starting from next autumn over the whole next year.

The ATLAS computing model had been defined in order to exploit the
advantages of the GRID and the large amount of resources spread over
the world

We have tested the functionality of the ATLAS sw on SCoPE and will
be able to use, thanks to the interoperability, these and the other PON
facilities
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